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Abstract

To start the right treatment, identification of an indefinite skin lesion is necessary. Only highly trained
dermatologists who can treat them with an early diagnosis and diagnose melanoma skin lesions. The
classification of skin for melanoma Dermoscopic images is 70 percent. Due to the limited supply of expertisx,
systems that sort dermal growth as the autoimmune or metastatic tumor can serve as an early screenimy
tool. This study provides a model of the Convolutional neural network trained for skin lesion images, from
previously acquired features of the Highway Convolutional neural network (CNN). It does not require
advanced preprocessing. In addition, the model not require much computing power to train. The
Convolutional neural network (CNN) method achieves training accuracy of 50%, and 70% of the test date
have classification accuracy, low, moderate and high accuracy of the estimated damage.

Keywords: Classification taxonomy, Convolutional neural networks, Skin cancer, melanoma.

1. Introduction

Cancer is one of the primary reasons for death worldwide. Researchers and doctors face many challenges =
tackling cancer. The American Cancer Society shows about one-lakh members had skin carcinoma. About 15
lakh members had pulmonary carcinoma, 0.5 lakh members had marmunary gland carcinoma, and 30,000 members
had prostate cancer. Seventeen thousand seven hundred and sixty people have died out of brain cancer in 2019
(American Cancer Society, New Cancer Release Report 2019) [3]. Many people saved because of diagnosing the
carcinoma earlier. In general, visual inspection and manual methods used for this type of cancer can help with

disease identification. This physical description of the therapeutic depiction is prolonged and has a high risk of

errors. Computer-aided Design (CAD) systems were introduced in the early 1980s to develop therapeutic imaging
[4]. Characteristic mining is an essential pace in acquiring artificial intelligence. [5-21] Various techniques for
removing various kinds of carcinoma. However, there are drawbacks to these techniques, depending on
characteristic mining. To secure the drawbacks and improve performance, see the illustration suggested in [22,
23]. An in-depth study has the advantage of directly producing high-quality raw images. In addition to an in-depth
study, graphics processing units (GPUs) used parallel with feature processing and picture identification. For
instance, neuromuscular neural networks can identify carcinoma [24].

Direct digital imaging is a popular method for medical diagnosis with new computing and device learning
mechaniSms. A variety of in-depth study molds developed and implemented within clinical identification becauss
of their ability to discover designg-mdigital pictures. Convolutional Neural Network's best performance
technology for image classifi 0 Sifiiay i

clinical picture analysis tasks; Wchiding c

/5 o,
He

{l

2\ P pRlNC!PiLT
: [] Y mmt
No.1Jan-Feb2021  Yignans nstitute of Hﬁi\iu“"edchal-ﬂalkalqlﬂ

-~ Kandapur(V),Ghatkesar(M),

Telangana State

\

For Women
ac'mmlu\wm_w301



JAC : A JOURNAL OF ConviPosibios Fiibury ISSN : 0731-6755

Volume XTH, Issue iV, aPiii 20246

A COMPREGIENSIVE STUDY OF VARIOUS APPLICATION OF
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Abstract:

Graph thicory is quickiy moving o the standard of arithmetic for the most part in light
of its applications i various lekds which mcorporate organic chemistry (genomics). electrical
building (interchanges systems and coding theory). software cengineering (calculations and
calculations) and tasks mquire about (booking). The incredibie combinatorial strategies found in
graph theory have hinewise been utitized o demonstrate major oulcomes in different zones of
unadulterated artinnctic. Guaphs are atilized to charactenize the progression of calculation
Graphs are uitlized o speak o systems ol correspondence. Graphs are utihized to speak to
information associibion. Gruph change frameworks take a shot at rule-situated  in-memory
control of graphs. tn urithimetic, vraph theory 1s the investigation ol graphs, which are numerical
structures. uscd 1o display painwise relations between objects. A graph right now made up ol
vertices (additionadiy cailed hubs or focuses) which are associated by edges (likewise called

connections or sy Lhe paper along these hines centers around the various parts of this

Jincredible technigue tor representation of fogical realities that can be utilized to tackle some

constant problems. | e secompanying paper presents the peruser with the presentation, phrasing
of graph theory. lnuntnent of ditterent Graph Coloring and dircetions applications of graph
theory in the assorted fickds of science and innovation.

Kuywurds: ( uioz'inp_ Applications, Graph Coloring, Graph Labeling. Modeling, Problem
Solving Technigues, Kepresentaiion,

I INTRODUCTIUN

In mathematics. graph theory is the vestigation of graphs, which are scientific structures used
to show pairwise relutions between objects. A graph right now made up of vertices (likewise
called hubs or focuses) witich we sssoctated by edges (additionaliy called connections or lines).
A differentiation is wiade between undireeted graphs, where edges interface two vertices evenly
and coordinatcd graphs. where cdues conneet two vertices unevenly: see Graph (discrete science)
for increasing point by point detistions and for different varieties in the sorts of the graph that

are normally thought ol” Giraplis wre one ol the prime objects of study in discrete science.
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of ECG Signal via Ensemble Classifier

Harikrishna Ponnam’ ™ and Jakeer Hussain Shaik?

Cardiac abnormality is a condition caused by abnorma! alectrical activity in the cardiac system and
it is recorded by the electrocardiogram (ECG) signal. Due to the non-stationary nature of the ECG
signal manual interpretation of cardiac abnormalities becomes mare ditficult and leads to errors.
A method based on the ensemble classifier is proposed for efficient classification of abnormalities

in this study, five different types of abnormalities are analysed. Different time domain desrramors
amplitudes of peaks, intervals, slopes are employed as Time Domain Morpholcgical features and
Higuchi Fractal Dimensions (HFD} and Hjorth paramaters are used as nonlinear features. Most
of these features are extracted after the segmentation of ECG bsats We proposed to train two
SVM models one with linear features and other with nonlinear features. This method shows better
results compared with best in class existing classffication metheds and yielded the highest average
classification accuracy of 99.30%.

Keywords: Electrocardiogram, Ensemble Classifisr Higuchi Fractal Dimensions (HFD). Hjorth

s ) Computational ang Theoretizal N:
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Detection of Cardiac Abnormalities by Fusion of Time
Domain Morphological Features and Nonlinear Features
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Parameters, SVM.

1. INTRODUCTION

Cardiac arthythmias result from irregularities in the elec-
trical activity of the heurt and that can appear on the
Electrocurdiogram: (ECGi signal. The long-term examing-
tion of the ph}siclmﬁih.u signal by L\pcn\ can be expen
sive and subjected 1o sC s, That is why ¢

based automatic ..i._wf:f at it dis
4 valuable assistant for heulth care p‘*‘cn.,
the process of diugnosis. Since ECG |
for analysis of heart related probl
sification of cardiac abnormal
be extracted from the ECG Signual. The
accuracy can be improved by efficient delineation and
selection of ECG features. Based on the type of cardiac
abnormuality the single ECG nuy huve sume type of beals
or different types of beats. There are various classifica-
tion techniques explored in the literature for detection
of cardiac abnormalities. All these imolves the follow-
ing main steps.: Pre-processing, Detection of R-peaks, car-
dise beats segmentation, feature extraction and Mulil cluss
classification. Pre-processing of ECG signal for removing
unwunted noise like Baseline wunder (BW} and Powerline

vanous fe

' Author to whom comrespondence should be adidressed.

Interference (PLI). Accurate detection of R-peaks s cru-
cial for segmentation. Beut segmentation is performed
bused on positions of the R-peaks. Fach beat exhibits its
own attributes, those attributes has been extracted as feu-
wres, The features may exist in the time domain. fre-
quency domain, a combination of time-frequency domain.
and other morphological features.

This works primary objective is. extraction of different
features from the ECG signal and eflicient detection of
curdiae abnormalities using SVMs as ensemble classifier.
In the proposed method efficient model is built by using
ensemble clussitier 1o classify Normal beat, LBBB bear.
RBBB beut. PVC beat and PB bear.

The remaining sections were organized in the follow-
ing manner. We present the exiting work concerning i
the area of classification of cardiac abnormalities in sec-
ond section. Section 3. presented proposed methodology.
Section 4 shows the evaludion of proposed work and
results. The work s concluded in Section 3.

2. LITERATURE SURVEY
In literatuse. various technigues for classification of cardiac
abnormalities is developed based on the characteristics

dou 9 1106fcin. 2020564 1
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Assessment on the Adequacy of Current Supply
Testing Methods in CMOS Operational Amplifier

J. Sunil Kumar, A. Deepthi, U. Kaveri, N. Ravalika Sharma

Abstract: As the CMOS innovation is downsizing, spillage
power has gotten one of the most basic structure worries for the
chip fashioner. This paper proposes examination on the
adequacy of current gracefully testing strategies in cmos
operational amplifiers. In this work, a two phase operational
amplifier &5 structured and faults are infused ufilizing 250nm
innovation. We will assess the viability of current checking
systems in distinguishing Bridge and open deformities in CMOS
operational amplifiers. We ought to assess the identification
capacities by ufilizing two current lesting strategies. The
principal strategy comprises the oversight of the transient flexible
current (IDDT) and the subsequent procedure comprises the
observing of quiet gracefully current (IDDQ). The most probable
resistive and open defects are infused utilizing fault infusion
extra transistors. Exhibitions of the CMOS operational amplifier
are additionally assessed after each issue infusion. Spice
stimulation ought to be done to compare about the proposed test
systems and assess the best performing one. We ought to assess
the recognition abilities by utilizing two current testing
procedures. The primary systent comprises the oversight of the
transient gracefully current (IDDT) and the subsequent method
comprises the checking of quiet flexibly current (IDDQ). The
most probable resistive and open deformities are infised utilizing
fault infusion extra tramsistors. Exhibitions of the CMOS
operational amplifier are likewise assessed after each fault
infusion. Flavor re-enactments ought to be done to look at the
proposed test strategies and assess the best performing one.

Keywords: Current testing; Fault infusion, operational
amplifier.

L INTRODUCTION

The IDDQ method is broadly utilized toward the end-of-
creation trial of electronic boards and coordinated circuits.
Various examinations show that the IDDQ test is a
successful test procedure. Dissimilar to every single other
strategy that test the voltage level in a circuit, IDDQ testing
comprises the observing of the current conveyed by the
force flexibly in peaceful state.Most producing
shortcomings present in the circuit can cause an ascending
in the IDDQ current in a coordinated circuit. The IDDQ
quiescent current for a deformity free circuit is commonly
low. By watching the peaceful current devoured by the
circuit, it is conceivable to recognize deficiencies that cause
over-utilization of current .

IDDT testing procedure comprises the checking of dynamic
current that can emerge in typical circuit operation.
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Transient current is generally brought about by circuit input
signals change. IDDT test comprises the perception of the
parameters of the dynamic current waveforms. A few
parameters can portray the dynamic current waveform of an
advanced IC. A deformity can change the parameters of this
waveform. Among these parameters we can include: the
present waveform width, the pinnacle estimation of the
waveform, the normal estimation of the waveform and the
pinnacle time. By and large, square sign is utilized as info
signal in advanced circuits. In this way IDDT current shows
up just at the hour of the rising edge or the falling edge of
computerized circuit's sources of info. In simple circuits,
IDDT current can emerge along circuit activity. This is
because of the idea of the information signs of this kind of
circuit (eg. Sinusoidal sign for operational amplifier).For
model in operational speakers, IDDT current have a similar
waveform as the information signal and the estimations of
the IDDT current must be inside typical scope of intensity
utilization of a deformity free circuit.

A few works demonstrating the productivity of current
observing systems in flaws discovery in CMOS circuits
have been distributed. Most of the studies were done on
advanced CMOS circuits and just a bunch of examinations
have been accounted for on simple CMOS circuits.

IL TWO STAGE OPERATIONAL AMPLIFIER
1. Fault Free:

FIRST STAGE SECOND STAGE
____________________ ol ol
! H .
; 1
- ol . L
| e SR g
I " I ‘f_"‘ '
: | ] ;
i = I _Blasing transisiers. iF_i. _I Lo 3 !
i ] |

|

e

| Differential amp

L—W

if‘“—”‘ - !
e .- B
s

Current Mirror (201:4)

=
o
m
s
°
a
S
°
[
ry
L
el
o=

I
P
3a i
4 1
=i S —— !
1 | L
1 =l i i !
i i ; | i !
S | { i
I
1
I 4 '
i i |
i i
'
! |
1
; :
S R | S |
| i o ]
| s h ks
= 1
|
i |
|
]
|
|
1
1
1
i
1
i
'
|
|
'

BLOCK DIAGRAM OF TWO STAGE OPERATIONAL AMPLIFIER

Fig:1 Block diagram of op amp

This is the block diagram of a two stage operational
amplifier Fault fiee, which is a combination of 1st stage
differential amplifier and 2nd stage common source
amplifier. A common source is used instead of a common
emitter or common drain because the gain of common
source is unity.
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An Effective Approach for Virtual Machine
Migration and Dynamic Placement Using Elephant
Herd Optimization

1. J.Venkata Krishna, Associate.Professor, Department of CSE, DVR&Dr.HS MIC College of
Technology, Kanchikacherla, Andhra Pradesh.
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3. Dr.NirajUpadhayaya, Professor& Dean, Department of CSE, J. B. Institute of Engineering,
&Technology, Hyderabad, Telangana.

Abstract
Cloud computing is a platform for offering computational services as a method to deal with multiple

problems in virtualized data management. Therefore, it is necessary to position and migration of virtual
machines in order to accomplish several contradictory objectives. This work explores the state-of-the-art in
the field in regards to the difficulty of these tasks and the vast number of existing proposals. Cloud
Measurement combines new technologies that shape our lives in a way that saves investments in the upfront
infrastructure for consumers operating on VMs on physics machines provided by a cloud service. Multiple
VMs on the same PM could have different work completion times due to the heterogeneity of numerous
works. PMs are heterogeneous in the meantime as well. Consequently, multiple VM placements have
differing completion periods. Our goal is to reduce the completion time for VM input requests through a
realistic schedule for VM placement. This dilemma is NP-hard so it can be simplified to a problem with
knapsack. We suggest an offline approach for VM placement by way of emulated VM migration, and an
actual migration mechanism for VM solves the online VM placement. The migration algorithm is a heuristic
approach, where we explicitly position the VM to its best PM, given that it is capable of doing so. Otherwise
we can move another VM from this PM to handle the new VM if the migration limitation is met. In addition,
this work incorporates and suggests the introduction of the online dynamic positioning Elephant Herd
Optimization (EHO) approach, and the assessment results show the high effi iciency of the proposed
algorithm.

00
Keywords: Cloud Computing, Elephant Herd Optimization, EHO in VM Placement, Virtual Machine g

Migration, Virtual Machine Placement, VM Miorati d Pl
7M Migration and Placement A
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Abstract: Nowadays, the Structural Building Health Damage Monitoring System (SBHDMS) is a crucial technology for
predicting the civil building structures’ health. SBHDMS contains abnormal changes in the buildings in terms of damage
levels. Natural Disasters like Earthquakes, Floods, and cyclones affect the unusual changes in the buildings. If the building
undergoes any natural disaster, the sensors capture the vibration data or change the buildings' structure. Due to the vibration
data, these unusual changes can be analyzed. Here sensors or Machine Learning based Building Damage Prediction
(MLBDP) are used for capturing and collecting the vibration data. This paper proposes a Novel Rough Set based Artificial
Neural Network with Support Vector Machine (RAS) metaheuristic method. RAS method is used to predict the damaged
building's vibration data levels captured by the sensors. For the feature reduction subset, we use one of the essential pre-
processing method called the Rough set theory (RST) strategy. RAS has two contributions. The first one is the Support
Vector Machine (SVM) classification method used for identifying the structures of the buildings. The artificial Neural
Network (ANN) method used to predict the buildings' damage levels is the second contribution. The proposed method (RAS)
is accurately predicting the conditions of the construction building structure and predicting the damage levels, without human
mlervention. Comparing the resulls states that the proposed method accuracy is beiter than SVM's classification methods,
ANN. The prediction analysis depicts that the RAS method can effectively detect the damage levels.

Keywords: Machine Learning, Structural Health Monitoring, Data Mining, Rough set theory, Machine Leaming based
Building Damage Prediction (MLBDP).

1. Introduction

In the 1960s, a local assessment system is implementedfor identifying the damage levels in civil
infrastructures called as Structural Health Monitoring (SHM) or Structural Strength Monitoring System (SSMS).
Typically indicates the offline assessments such as visual inspection, Gamma, and X- rays. Building structures
are helpless against impacts like natural disasters, earthquakes, and typhoons. Regular inspection of the building
gives damage identification (DID). However, it is impossible because of the time-consuming factor. Mitigate the
regular inspection cost, and increase public safety. need a robust procedure for diagnostic automatically called
Structural Strength Monitoring System (SSMS). It used to estimate the lifetime (Strength) of the buildings. Input
to the SSMS is raw data obtained from a different kind of MLBDP. It is like Accelerometer, Thermometers,
Hygro-meters, and Extenso-meters that mounted on buildings or bridges. The first requirement for SSMS is
building structure observations overtime or a long time through the MLBDP deployed along with the whole
building structure. It uses the synchronized data, correlated with the data coming from different MLBDP.

By early predication of the damages in the buildings is used for extending the strength (lifetime) of the building
structures and increase public safety. The essential features are the structural parameters and structural
performance of the buildings in case of natural disasters. The parameters like signals, displacement, velocity, and
acceleration generally used for monitoring the strength of the building. Forces derived from acceleration
measured by accelerometer and the derivation gives the displacement of the building structures. The Velocity
variation reflects the damage of the building structure directly [1][2]. So identification of system parameters of
buildings is essential for the structural monitoring or the damage detection of buildings. The parameters are
having the number of properties in terms of physical and dynamical. Mass, stiffness, damping coefficients.
number of stages, vibration states are the physical properties and natural frequencies, and mode shapes are the
modal properties. Due to the impact of natural effects, there are abnormal changes in the structural parameters or
changes in the building structures.lt indicate that the structural damages presented.

The simplest way to measure the acceleration is by using accelerometers installed inside the buildings.
However, the advantage is that accelerometers need not any specific position in the buildings. Using
accelerometers to find acceleration and Velocity (numerical integration) and displacement [3]. For estimating the
velocity and displﬁgug&uulscd the numerical integration of the accelerometers [4].The data-Based method does
not recognize the“dftributes Bthe building structures but used for identifying the displacement of the building

structure. At ﬂ.l_'éggmé"fiﬁi?;- ny reviews use the Data-Based methods [5] [6].

The propi‘gqu‘_ method) lus Sl vibration data for predicting the damage levels of the building. Using
Sensorscapture .i’hé’*’"(ﬁ ion' d case of natural disasters like eart cyclones, changes in the
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Abstract- Healthcare systems are transformed digitally with the help of medical technology,
information systems, electronic medical records, wearable and smart devices, and handheld devices. The
advancement in the medical big data, along with the availability of new computational models in the
field of healthcare, has enabled the caretakers and researchers to extract relevant information and
visualize the healthcare big data in a new spectrum. The role of medical big data becomes a challenging
task in the form of storage, required information retrieval within a limited time, cost efficient solutions in
terms care, and many others. Early decision making based healthcare system has massive potential for
dropping the cost of care. refining quality of care, and reducing waste and error. Scientific programming
play a significant role to overcome the existing issues and future problems involved in the management
of large scale data in healthcare, such as by assisting in the processing of huge data volumes, complex
system modelling. and sourcing derivations from healthcare data and simulations. Therefore, to address
this problem efficiently a detailed study and analysis of the available literature work is required to
facilitate the doctors and practitioners for making the decisions in identifying the disease and suggest
treatment accordingly.

Keywords: Cyber bullying detection, Text Mining, Representation learning, Stacked Denoising Auto
encoders, Word Embedding

1. INTRODUCTION

Information has been the key to a better organization and new developments. The more information we have.
the more optimally we can organize ourselves to deliver the best outcomes. That is why data collection is an
important part for every organization. We can also use this data for the prediction of current trends of certain
parameters and future events. As we are becoming more and more aware of this, we have started producing
and collecting more data about almost everything by introducing technological developments in this
direction. Today, we are facing a situation wherein we are flooded with tons of data from every aspect of our
life such as social activities, science, work, health, etc. In a way, we can compare the present situation to a
data deluge. The technological advances have helped us in generating more and more data, even to a level
where it has become unmanageable with currently available technologies. This has led to the creation of the
term ‘big data’ to describe data that is large and unmanageable. In order to meet our present and future social
needs, we need to develop new strategies to organize this data and derive meaningful information. One such
special social need is healthcare. Like every other industry, healthcare organizations are producing data at a
tremendous rate that presents many advantages and challenges at the same time. In this review, we discuss
about the basics of big data including its management, analysis and future prospects especially in healthcare
sector. To develop a secure cloud framework for accessing trusted computing and storage services in all
levels of public cloud deployment model Healthcare systems are being digitally transformed by technological
enhancements in medical info systems, electronic medical records, wearable and smart devices, and
handheld devices. This ing big data, alongside the development of computational techniques
in the field of hea]thcarg!} \ chcrs and practitioners to extract and visualize medical big data
in a new spectrum. C:{_/—\
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Abstract:

MANET (Mobile Ad hoc Network) is a type of ad hoc network,
which consists of mobile devices as the nodes in the network
There will not be any centralized infrastructure. It has many
features like multihop communication, dynamic topology. But it
has limited resources and limited security. The limitations in
resources may cause congestion in the network Congestion
may occur in any intermediate nodes and results in high packet
loss, high delay which lead to performance degradation of the
network So congestion control is one of the importance tasks in
the MANET. This paper presents a review of different
techniques used for the congestion control in the MANET. It
can cause congestion that resmits in increasing transmission
delay and packet loss. This problem is more severe in larger
networks with more network traffic and high mobility that
enforces dynamic topology. To resolve these issues, we present a
bandwidth aware routing scheme (BARS) that can avoid
congestion by monitoring residual bandwidth capacity in
network paths and available space in queues to cache the
information. The amount of available and consumed bandwidth
along with residual cache must be worked out before
transmitting messages. The BARS utilizes the feedback
mechanism to intimate the traffic source for adjusting the data
rate according to the availability of bandwidth and queue in the
routing path

Keywords— MANET, Multi-hop, Topology change, Congestion
Control, Packet loss, , data rate, link capacity, MANETs, loT

L. INTRODUCTION

MANET’s were earlier named as packet radio. MANET
is a collection of mobile devices that are connected over various
wireless links. It is a infrastructure less networks of mobile devices
connected without wires. Each device in a MANET is free to move
in any direction, and will therefore change its links to other devices
frequently. A node in the network can communicates directly with
other nodes within its wireless communication range. If the
destination node is beyond the communication range of the source
node, then the intermediate nodes act as routers to forward the
packets from the source to destination. Each node in the MANET
act as both router and host. That is it is autonomous in behaviour.
MANET has many features like dynamic topology,
selfconfigurability, flexibility and multi-hop communications. Due
to these features they are used in various kinds of applications like
military applications, rescue operations, vehicular networks etc. But

Volume X, Issue 2, FEBRUARY/2021

sigiain s Institute of Management & Technology For Women

The internet is one of the most important and transforming
technology ever invented. Internet is like a digital fabric that affects
our life in one way or others. The internet of people changed the
world but there is a new internel emerging which is about connecting
things and so its name is the internet of things (IoT), here the things
share their experience and communicate with one another [1]. It is
like take things and add sense and communication power to them.
Here the things interact and collaborate with other things. For
example our smartphone, it has many sensors, it knows where we
are, it knows what we are saying to it (through Google). it knows
how close it is to our face. it knows how much light around us, it
knows how we are holding it. it knows if we are moving, even it has
an eye (camera) so it can see our surroundings and has the power to
communicate in a wireless and mobile network. Smart cloud
environment and hence achieve effective utilization of devices leam
and track pattern to ensure our comfort and save energy and it
communicates in the network and we can control them. Because they
can communicate in the network so they know how to listen, we can
tell them or other smart things can tell them to turn on, off or play.
We can take the example "armband". If we have armband on our
hand during night, it senses the sleep cycle and know when to wake
up people by gently vibrating and blinking light with the same time
send message to other smart things at home and a chain of event
starts. because now things are talking to one another for example.
house fan startup and draw all the moming air in the house, which
cools the home and coffee maker starts up automnatically etc. We all
want to live a better life and technology like IoT has the ability to
sense, communicate and provide new levels of comfort for us. It is a
perfect technology to collect raw data and tum it into knowledge and
then wisdom and move the human race forward. Technology is
accelerating force. The smart things can send information in
MANET across all active things without any centralized scheme [2].
The mobile (sensor) network is the backbone of smart environment.
The smart things act as router under the loT environment. In the
Smart World ahead. we will see how physical things will be able to
automatically exchange data among themselves. [oT (Internet of
things) is a technology that facilitates the interlinking of physical
things with the digital world. MANET is a set of nodes, which are
basically distributed spatially and communicating each other
wirelessly and here smart things can communicate with each other
remotely. Every intelligent gadget is able to change its location by
using the MANET mobility feature. The MANET in IoT is a
combination of portable autonomous smart things that can transfer
data to each other through a wireless network

Safety emergency requires quick and clear communication.
Emergency medigal technician. Fireman, a Police officer. and
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Abstract

During the pandemic, there is strong rise in the number of online job posted on various job portals. So,
fake job posting prediction task is going to be big problems for all. Thus, these fake jobs can be precisely
detected and classified from a pool of job posts of both fake and real jobs by using advanced deep
. learning as well as machine learning classification algorithms. This paper proposed to use different data
mining techniques and classification algorithm To avoid fraudulent post for job in the internet, an
automated tool using machine learning based classification techniques is proposed in the paper. Different
classifiers are used for checking fraudulent post in the web and the results of those classifiers are
compared for identifying the best employment scam detection model. It helps in detecting fake job posts
from an enormous number of posts. Two major types of classifiers, such as single classifier and
ensemble classifiers are considered for fraudulent A. Single Classifier based Prediction- West Bengal
Classifiers are trained for predicting the unknown test cases. The following classifiers are used while
detecting fake job posts a) Naive Bayes Classifier- job experimental posts results detection. indicate that
However, ensemble classifiers are the best classification to detect scams over the single classifiers.

Keywords— Random Forest, KNN, Naive Bayes, Real and Fake, support vector machine, deep learning, and
classification.

L. INTRODUCTION

In modemn time, the development in the field of industry and technology has opened a huge opportunity
for new and diverse jobs for the job seekers. With the help of the advertisements of these job offers, job

. seekers find out their options depending on their time, qualification, experience,

3 suitability etc. Recruitment process is now influenced by the power of internet and social media. Since
the successful completion of a recruitment process is dependent on its advertisement, the impact of
social media over this is tremendous. Social media and advertisements in electronic media have created
newer and newer opportunity to share job details. Instead of this, rapid growth of opportunity to share
Jjob posts has increased the percentage of fraud job postings which causes harassment to the job seekers.
So, people lack in showing interest to new job postings due to preserve security and consistency of their
personal, academic and professional information. Thus, the true motive of valid job postings through
social and electronic media faces an extremely hard challenge to attain people’s belief and reliability.
Technologies are around us to make our life easy and developed but not to create unsecured environment
for professional life. If jobs posts can be filtered properly predicting false job posts, this will be a great
advancement for recruiting new employees. . Fake job posts create inconsistency for the job seeker to
find their preferable jobs causing a huge waste of their time. An automated system to predict false job
post opens a new window to face difficulties in the field of Human Resource Management.

Employment scam is one ¢

Recruitment Frauds (OR 7

that these can be accessed
)

erious issues in recent times addressed in the domain of Online
days, many companies prefer to post their vacancies online so
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EFFECT OF E-LEARNING ON HIGHER EDUCATION:
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B.Sai Venkata Krishna,Assistant professor, Department of mechanical engineering

Megha institute of engincering and technology for women,Hyderabad, Telangana.

Mohammad Khaleel Akahtar, Assistant Prof. Bs&h. Vignan's institute of management and

technology for women,Hyderabad, Telangana.

V. Suzan shalini Assistant Prof. Bs&h. Vignan's institute of management and technology for

women,Hyderabad, Telangana.

Abstract—

Most colleges in Egypt face
numerous instructive issues and deterrents
that innovation can assist with surviving.
An open source, for example, Moodle e-
learning stage, has been actualized at
numerous Egyptian colleges. Moodle
could be utilized as a guide to convey e-
content and to give different prospects to
executing offbeat elearning  online
modules. This paper shows that the
utilization of intelligent highlights of e-
leamning expands the inspiration of the
college understudies for the learning cycle.
List Terms—e-leaming, advanced

education, inspiration, online instruction.

1. Overview
Online learning is utilized these
days as another alternative to up close and
personal schooling. Actually, its utilization

increments in an immediate extent with the
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This has put forth teachers apply a great
deal of attempt to assist the students with
getting intelligent substance that is
brimming with sight and sound as it has
been demonstrated that it significantly
affects the way toward learning. The effect
of websites and wikis has likewise been
researched on students' cooperation and
reflection and it was accounted for that the
two of them have a constructive outcome.
E-learning has been presented as a device
in the learning cycle in most of the global
colleges around the world. The expression
“e-learning" is characterized by [9] as "any
discovering that includes utilizing web or
intranet." after a year [8] made the
definition more summed up by
demonstrating that it is "anything
conveyed, empowered, or interceded by
electronic innovation for unequivocal
reason for learning" [17][18]. As per {7]
"e" in e-learning ought not represent

electronic; it should be a truncation for
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Analysis of classification technique for Prediction of Damages levels in Building-

Structures
M Vishnu Vardhana Rao'. Aparna Chaparala ’
"Dept of CSE, Acharya Nagarjuna University, Guntur, Andhra Pradesh.
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Abstract

This article proposes various classification reviews for predicting the damage levels in the Building dataset. Some of these
Classification Algorithms are Support Vector Machine (SVM), Artificial Neural Network (ANN), K-nearest Neighbour
(KNN), Naive Bayves (NB), Decision Tree (DT) algorithms. The five-fold cross validation assessment of classification
algorithm applied on the Building dataset to predict the damage levels in the building. From our investigation, it is observed
that the Decision Tree (DT) gets higher accuracy when compare to SVM, NB and ANN algorithms for prediction of Building
damage levels. Hence DT algorithm exactly suitable for Building damage prediction based on the observation in the dataset.
Finally this study helps investigators for selecting the appropriate approach for predicting the damage levels of the Building.
The experiments are conducted on WEKA machine learning tool. The measures such as accuracy, precision, Recall, and F-
reasure are caleulated for above classification algorithms.

Keywords: Building Damage ,classification, Prediction, Decision Tree (DT), A rtificial Neural Network , Support Vector
Machine , K-nearest Neighbour, structural damage detection, WEKA .

1. Introduction

Due to overloading, environmental changes, natural disasters, which affects the damage of the Building struciures.
The overloading factors which affects the Building age, aging, strength, life time are static, dynamic and live loads.
Also environmental changes, natural disasters affects, damping and fatigue factors of the Building structures.
Therefore the prediction of these damage recognition is one of the most important aspects in order to promise the
reliability and protection of civil structures [2]. The traditional prediction techniques are frequently visit the buildings
L.e. inspection of the civil engineering structural system. But in case of uninterrupted visit of the structures are not
possible (Choi and Razak 2001; He 2008). Because the classical visit or inspection of the Buildings are highly
expensive and time consuming [14]. For predicting the damage levels or strength or life time of the building and
robust accuracy based on the features in damage dataset needs Automatic System [11][12], called Strength Health
Monitoring System (SHMS) [10][15].

SHMS consists of the following four steps for predicating the damage levels of the Building, namely 1. Data
acquisition stage 2. Feature Extraction 3. Modelling 4. Identification Stage [15][16]. But the problem is finding the
right predicting algorithm is absolutely difficult for better yield percentage. Data Mining is defined as the step by
step procedure of finding the sequences of the data from the huge amount of database [1 7][22][23]. DM methods are
used to exact the abstract patterns from massive volume of data [18). In general, Data Mining can be characterized
into 2 groups: descriptive mining and predictive mining. According Pang-Ning et al .2006 each group having the
own specific. tasks. DM also having the number of specific tasks like predicting the target, grouping the data
(clustering), and classify the data and finally Association Rules. The classification methods are used to recognize the

8§22
o I

PRINCIP,

Vienan'e lIness AL

*"5"'011i??f;"gffgtﬁﬁgfﬁfw t& Teckmlogy For o
t*h wij,Medch j_M i,

elangang ;Iaraalk%r'm‘)'501au1

ISSN: 2005-4238 1JAST a
Copyright ¢ 2020 SERSC £ 32/ Kondapyr g\
e ‘af‘.bt;{ﬂf;a,— {M}

Madohal



www iicrt.org © 2020 IJCRT | Volume 8, Issue 7 July 2020 | ISSN: 2320-2882

INTERNATIONAL JOURNAL OF CREATIVE
RESEARCH THOUGHTS (1JCRT)
An International Open Access, Peer-reviewed, Refereed Journal

A

Movie recommendation system based on
Collaborative Filtering

'B. Venkataramana, 2Guguloth Ravinder, *K. Helini

123 Assistant Professor &

'23 Department of Computer Science and Engineering,
"2 Holy Mary Institute of Technology & Science, Bogaram, Hyderabad, Telangana, India.
*Vignan’s Institute of Management and Technology for Women, Bogaram, Hyderabad, Telangana, India.

Abstract: Today's web and app users request modified experiences. They anticipate the apps, news sites, social networks they engage
with to evoke who they are and what they’re fascinated in and make related, adjusted, and accurate commendations for new content and
new goods based on their carlier deeds. This can be done using Recommended Systems in Machine Learning. In this paper we use
Recommender System to recommend movies based on his previous ratings on movie he came across.

Index Terms - Recommendation system, Collaborative filtering, Movie, Data Preprocessing, Visualizations, Rating, Movies

L. INTRODUCTION

As the business needs are accelerating, there is an increased dependence ‘on extracting meaningful information from humengous
amount of raw data to drive business solutions. The same is true for digital recommendation systems which are becoming a norm for
consumer industries such as books, music, clothing, movies, news articles, jj[ac_es,.;g]til't' :These.systems dollect information from
the users to improve the future suggestions. | ! _ "

With the eruption of big data, practical recommendation schemes are now very important in various. fields, iincluding e-commerce,
social networks, and a number of web-based services. Nowadays, there exist many personalized movie recommendation schemes utilizing
publicly available movie datasets (e.g., MovieLens and Netflix), and returning imlg_roi/cd_‘pprfo‘rmggce metrics (e.g., Root-Mean-Square
Error (RMSE)). However, two fundamental issues faced by movie recommendation Systems %{e ‘still ‘neglected: first, scalability, and
second, practical usage feedback and verification based on real implementation, In paiticulars ' Collaborative Filtering (CF) is one of

major prevailing techniques for implementing recommendation systems:*However, traditional CF schemes suffer from a time
v..J.exity problem, which makes them bad candidates for real-world recommendation systems. Collaborative Filtering is the most
common technique used when it comes to building intelligent recommender systems that can learn to give better recommendations as more
information about users is collected.

Il. TYPES OF RECOMMENDATION SYSTEM

A Recommendation System is a software tool designed to make and deliver suggestions for things or content a user would like to
purchase. Using machine learning techniques and various data about individual products and individual users, the system creates an
advanced net of complex connections between those products and those people. These are a collection of algorithms used to recommend
items to users based on information taken from the user. These systems have become ubiquitous, and can be commonly seen in online
stores, movies databases and job finders. There are 3 types of recommendation systems

1. Popularity based recommendation engine

2. Content based recommendation engine

3. Collaborative filtering based recommendation engine
Popularity based recommendation engine:

Pearson correlation is invariant to scaling, i.e. multiplying all elements by a nonzero constant or adding any constant to all elements.
For example, if you have two vectors X and Y, then, pearson (X, Y) == pearson(X, 2 * Y + 3). This is a pretty important property in
recommendation systems because for example two users might rate two series of items totally different in terms of absolute rates, but
they would be similar users (i.e. with similar ideas) with sigailag rates in various scales.

Content based recommendation engine:
ranks similar movies according wimilarity scores and

Content based recommendation engine takes”]
movie to find out other movies which have

recommends the most relevant movies to the u " o 7
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ABSTRACT

Raft Consensus is an algerithm designed as an update to paxos.
It was proposed in a way such that it is more understandable
than paxos by means of separation of states, but it also formally
proven protected and carries some additional features. Raft
approach for distributed consensus by a leader in which cluster
has one and only elected leader which is fully responsible for
managing log value on the other servers of the cluster. It means
that the leader has privilege to decide on new entries placement
and establishment of data flow between it and the other servers
without consulting. Raft provides a universal way to share nodes
across a cluster of computing systems, ensuring that every node
in the cluster set upon the same series of transaction.

Keywords

Consensus, Data Communication, Distributed System, Paxos

1. INTRODUCTION

Raft is based upon consensus algorithm that is designed and
developed to make easy to understand and its equivalent to
paxos in fault-trace and performance. It is also formally proven
safe and offers some additional features in cluster of
nodesf1][2].

1.1 Data Communication

Data Communication is the process of transformation of data
using communication technologies .Scanty technologies used in
data communications are DCE [Data Communication
Equipment] used at sending node and DTE [Data Terminal
Equipment] used at the receiving node. Main agenda is to
transfer the data and maintenance of the data during the process
but here the actual information is not generated during the
process{3]{4].

1.2 Cloud

A network of remote servers hosted on the internet and used to
store, manage, and process data in place of local servers or
personal computers[1].

1.3 Paxos
Paxos is a group of protocols for synchronizing the unreliable
machines. It is used for solving consensus in a network of
unreliable processors[1].

Copyright © 2020. Innovativ:
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1.4 Consensus

It is a general agreement among a group of participanis on their
results. Any number of nodes in the cluster environment can be
a leader so it has some degree of set value. Consensus means
several servers approves on same intormation[10].

Limitations

Some types of paxos algorithm exist that address this bottle
neck. As it is a strictly single leader protocol. Toa much tratfic
can drown the system

1.5 DISTRIBUTED SYSTEM

It consists of independent computers that are connected through
a distributed middleware. The connected system helps in sharing
different resources and services capabilities to provide users
with single and multilevel coherent network systems[S][6].

Advantages

e Here it consists of multiple servers when one server failed it
runs through other servers.

*  As to make them easily understand they are breakdown into
subprograms which can work on relatively independent.

2. RAFT CONSENSUS ALGORITHM

Raft consensus algorithm works in broadly 2 stages:

2.1 Leader Election

As a leader as authority to maintain the clusters, the heartbeat of
leader is send to follower nodes .1t will consider when there is
time legitimate while waiting for a response in a way of
heartbeats from a leader. The node changes the state in to
candidate state and issues request to Remote Procedure Call[9].

It undergoes in three ways:

* By receiving the high number of vote values from the
cluster nodes, the candidate node will becomes the leader.
At the time goes, other servers of the new Leader get
initiates by receiving the heartbeats from their leader[9].

®  The candidate who participate in the leader election and
didn’t receive the high number of votes in the election
returns to the follower state[9].

*  if the other candidate’s nodes receive the votes minor than
the leader then they retain the candidate status through the
Remote Procedure Call as rejected 1o the remaining cluster
nodes[9].
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Gender Voice Recognition with Classification approach
using Random Forest and Decision Tree Algorithms

Mukesh Tadi, S Prasad Babu Vagolu, and Sunil Chandolu

Abstract— Gender identification is one of the major
problems of the speech processing. Gender tracking from
aural data like median, frequency, and pitch. Machine
learning provides auspicious results for the problem of
classification in all domains. There are a few standards to
work on to aiapraise the algorithms. Our model comparisons
algorithm for appraising different learning algorithms is
based on different metrics for classifying gender and aural
data. An important parameter in evaluating any algorithms is
their performance. The degree of variability should be low
for classification set of problems; means the accuracy rate
should be pretty high. The position and gender of the person
became pretty important in financial markets by the form of
AdSense. With this model comparisons algorithm, we tried
different ML algorithms and came up with the best fit for the
gender classification of aural data.

Index Terms—Gender identification, Voice Recognition,
Random Forest Algorithm, Decision Tree Algorithm.

1. INTRODUCTION

Finding someone's gender based on their voice is an easy
task. In the real world, the difference between male and
female voices can easily be identified by human ear in first
couple of words. Its most common communication in the
world. The voice is full of many linguistic features. These
voice features are considered a voice print to recognize [14]
the speaker's sex. Voice recordings are considered as input to
the system, which is then the system’s process for detecting
voice features [1]. However, programming to do this
becomes very difficult.
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This document describes the design of a computer program 4o
illustrate the analysis of words and words that determine
gender [2]. Test the input and compare it with the trained
model, perform the calculations according to the algorithm
used and give the same result i.e. male or female.

II. CLASSIFICATION ALGORITHMS DESCRIPTION

A. Random Forest Algorithm

Random Forest is a supervised learning method used for
classification and regression. It is mainly used to collect news
of unsafe separation. Each tree provides the cohesion of that
feature. The forest chooses a section with the most votes in a
particular ward. It is a spherical study of the classification (3]
[13], registration and other functions, which works by
constructing multiple decision trees during training and
extracting a game path (categorization) or mean prediction
(repositioning) of individual trees.

B. Decision Tree Algorithm

Decision Tree is also a supervised machine learning
technique for both the predictions as well as the classification
in machine learning. Tree decisions are trees that are
categorized according to feature values. Each location in the
decision tree represents a specific element in the image, and
each branch represents a value that can be considered &
negative space. The tree learning curve, used in data mining
and machine learning, uses the decision tree as a model for
mapping an object to a specific object to draw conclusions
about the value of an object.

C. Logistic Regression Algorithm

Logistic Regression is also for classification problems; is a
prediction-based algorithm for analysis and is based on the
assumption of probability. Logistic Regression uses a very
expensive function, this cost function can be defined as a
'Sigmoid function' or also known as a 'function logistic’
instead of a linear function. Other examples of problems with
spam emails or not online spam Scanning or Not Fraud,
Tumor Malignant or Benign.

D. Support Vector Machine
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ABSTRAq 1

With the acvancement of virnsalization technolonses and the
benefit of cooicmies ¢ ale mdusities are secking scalable
IT sak 1, such s dati centers iosted entlicr n-honse or by
a thard panty. Data center wvailability. often via a cloud selmg,
is penasive. In the history of computers, Cloud compufing 1s
one of the most significant milestones in recent times
especially i [T industey. Users of Cloud Compuring gain
freedom, comfort design and simplicity. Clond compnting
improves organizations performance by utilizing minimum
resources and managememt support, with a shared network.
valuable resources. bandwidth, sofiware’s and hardware's in a
cost effective manner and limited service provider dealings.
Cloud computing offers services in rams of performance
solurion. elasticity and cost-efficiency. 1's a new concepr of
providing vimualized resources to the conswuners. However
Cloud computing is ot ouly full of advawages. Certainly. it is
still subect to several threats related to security which is now
must be inplemented at a large scale, so security and privacy
issues present A strong batrier for users fo adapr imo Cloud
Couputing sysiems. Tn this paper. we are exploring several
network issues and anacks in Dam centers and in Cloud
Coupuling

Keywaorids
Data centres. Cloud computing. Deployment wodels.

Network issues

L INTRODUCTION

A data center is a facility composed of networked computers
aud stomge that busmesses and other orpanizations use
orgamze. process, store and disseminate large amounts of
data. A business typically relies heavily upon the applications.
services and data conmined within a data center.
A data center is physically commected to your company's local
network. This makes it easier 10 ensure that only people with
company-approved credentials and devices can access stored
apps and i formation

1.2How data conters work
Datg cenrers are vor 3 sinele fing b rather a chsres of
nects 2lenents k. dan coneny serve as
e for ali wwemer of 11 eqmpuien:.
including servers, storage subsystems. networking switches.
routers and fuewnlls. as well as the cabling and physical racks
used 1o organize and nirercomtect the IT equipment
A data center must also contain an adequate infrashucture.
such as power diswibution and  supplemental power
subsystems. This  also  ncludes  elecnieal  switching:
unintemrptable power supplies: backup generators; ventilation
and data cemer cooling systems, snch as in-row cooling
cubisnobon ondcomputer voow ar condidoners: and
adequate provisioning for network carvier (telco) connectiviry
All of this demands & physical facility with physical security
and suflicient square tootage o house the entire collection of
infrastructure and equipment

1.3Data Centre Network Architecture:

Figure 1 illustrates an exawple of a partial data center nerwork
architecture [1} In the nerwork. rack-mounted servers are
connected (or dual-homed) to a Top of Rack (ToR) switch
usually via a | Gbps lmk The ToR is 1 tuu connected to a
prunary and back up aggresation switch (AgeS) for
redundancy. Each redundant paw of Age$ aggregares traffic
from tens of ToRs which is then forwaided to the access
Touters (AccR). The access routers aggvegare traflic Gowm up
to several thousand servers and 1oute it to core routers that
conect 1o the rest of the data center network and Internet

All links in our data ceuters use Ethenet as the link layer
protocol and physical connections are a mix of copper and
fiber cables The servers are partitioned into virmal TANs
(VLANs) w it overheads (e.g. ARP broadeasts, packer
flooding) axd 10 1solate different applications hosted in the
network. At each laver of the data center nerwork topology.
with the exception of a subset of ToRs. 111 redundaucy is built
nto the network topology to mitigate failwes. As pan of our
study, we evaluate the effectiveness of redundancy in masking
failures when one (or ware) components fiil. and analvze how
the tree topology affects failwe chammcteristics e.g.. comelated
failures In addition to routers and switches, our network
aggregation switch and perform mapping between static TP
contains many middle boxes such as load balancers and
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The use of Machine Learning Techniques in a
Web-Based Learning Diagnosis System Program

Sunil Chandolu, S. Prasad Babu Vagolu, D.Usharajeswari

Abstract: This work proposes a canny learning finding
Sramework that bolsters a Web-based topical learning model,
which expects to develop students' capacity of information
incorporation by giving the students the chances to choose the
learning themes that they are intrigued, and gain information on
the particular subjects by surfing on the Internet to look through
related adapting course-product and examining what they have
realized with their associates. In view of the log documents that
record the students’ past web-based learning conduct, an
insightful analysis framework is utilized to give fitting learning
direction to lielp the students in improving their investigation
practices and grade online class interest for the teacher. The
accomplishment of the students’ last reports can likewise be
anticipated by the conclusion framework precisely. Our trial
results uncover that the proposed learning finding framework
can proficiently assist students with expanding their insight while
surfing in the internet Web-based "topic based learning" model.

Keywords: Web-based learning, Theme-based learning,
Fuzzy expert program, K-nearest neighbor, Naive Bayesian
classifier, Support vector machines, Learning diagnostics .

I. INTRODUCTION

The amazing advancement of data innovation has made
another vision to arrange to discover that its impact has just
spread over the world to encourage instructive development.
In this way, numerous nations have been focusing on PC
innovation and expect it can encourage the training change in
a powerful and proficient manner. It is notable that the use of
PC and Internet lessons to customary educating requires a
change. Subsequently. the new function of the appropriate
learning model requires realistic thinking about the shared
interaction between customers and PCs, teacher and students,
and the organization between students. Include research
issues related to the above process; unbelievable research
results at that time can be quite common rectification is not
possible.

The subject-based learning is to become familiar with
incorporated information by characterizing a focal "topic" at
the very beginning and form related information encompasses
the focal topic from different perspectives. Such a learning
model stresses the preparation of the students with the
competency of information reconciliation. Contrasted and
conventional instructing, which shows fragmentary data
inside the restriction of subjects, units, parts, and areas, the
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goal of topic-based learning is to accept a topic as a beginning
stage and loosen up of it dependent on the students'
advantages. In like manner, the students can willfully build
their own insight since the topic is emphatically associated
with our everyday life and created from students' eagerness.
A subject-based learning procedure can be partitioned into the
outside course and inside dissemination as showed in Figure 1
[7]. Outside dissemination exercises are 1) Identify a focal
topic, 2) Identify related subject domains dependent on
student's advantage, 3) Collect data for the particular themes,
4) Integrate gathered data to fabricate shared information, and
5) Exhibit learning out-comes and offer with others. The
exercises of the outside flow are express learning practices.
Then again, the inside flow comprises of certain
psychological exercises, which are Plan, Action, and
Introspection, separately. At the point when students take part
in the topic put together learning forms with respect to the
Web, they are encountering the exercises of outside and inside
flow synchronously. Since the unequivocal component of the
learning procedures can be controlled or guided successfully
by the cautious plan and execution of the Web-based learning
condition, it is normal that the inside dissemination, which
speaks to the undetectable mental conduct of the students, can
gain incredible ground at the same time.

External flow of topic-based learning, as Figure | shows, can
be done as a web-based framework that helps address learning
strategies. The reading activities for false reading can be
divided into five categories as follows.

(1) Identify the basic theme

The learners occupied with topic-based learning can
propose their own fascinating points to request input from
other colleagues. In the interim, each student can likewise
join the other part's proposed subject. After cooperation and
conceptualizing, the ones who are keen on a similar subject
are framed as a learning group, and this point is the focal
topic that this group would explore. The inspiration for such
a game plan is, that "an understudy can learn better on the off
chance that he/she was keen on the learning theme". The
subject ought to be firmly associated with the students’ day
by day life and a broad scope of review which isn't restricted
in a particular field is energized.

(2)(2)Identify domains of topics related to student
interest

At this stage, the topic is characterized and the learning
group for each subject is shaped. In view of the student's
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ABSTRACT: Cloud computing, secure analysis on redistributed encrypted data is a noteworthy subject. As an
every now and again utilized inquiry for online applications, k-nearest neighbors (k-NN) calculation on
encrypted cloud data has gotten a lot of consideration, and a few answers for it have been advanced.
Nonetheless, most existing plans accept the question clients are completely trusted and all inquiry clients share
the all out key which is utilized to encrypt and decrypt data proprietor’s redistributed data. It is unavoidably not
attainable in bunches of certifiable applications. This paper survey the privacy-preserving KNN classification
protocol over Encrypted social data in the cloud.

KEYWORDS: Cloud computing, KNN classification, Secure Data.
[. INTRODUCTION

Recently, the cloud computing worldview has gotten famous for its colossal and adaptable stockpiling just as its
incredible and adaptable calculation capacities [1]. To use these favorable circumstances, more data proprietors
will in general redistribute their databases and further data analysis activities (e.g., database inquiries and data
mining undertakings) to cloud workers. For security purposes, a data proprietor may decide to encrypt its
database before redistributing [2]. In any case, performing calculations over encrypted databases without
decrypting the data is exceptionally testing.

As an essential database query and a fundamental module of regular data mining undertakings, the k-nearest
neighbor (KNN) query has been generally utilized in numerous situations, for cxample, multi-watchword
positioned search, organize interruption recognition and recommender framework [3]. Thinking about its
significant applications, to help kNN query over encrypted cloud database, numerous works have been proposed
in which there are normally three distinct gatherings: the data proprietor (DO), the query clients (QUs) and the
cloud worker (CS). By and large, analysts think about the accompanying four security and privacy properties:
(1) database security, (2) DO's key classification [4], (3) query privacy [5] and (4) the covering up of data access
designs [6]. Lamentably, none of these current plans accomplish the four properties simultaneously.

Regardless of tremendous preferences that the cloud offers, privacy and security issues in the cloud are
forestalling organizations to use those focal points. At the point when data are profoundly touchy, the data
should be encrypted before re-appropriating to the cloud. In any case, when data are encrypted, independent of
the essential encryption plot, playing out any data mining assignments turns out to be trying while never
decrypting the data.

A novel secure k-nearest neighbor query protocol over encrypted data that ensures data classification, client's
query privacy, and conceals data access designs. Anyway PPKNN is a more perplexing issue and it can't be
understood legitimately utilizing the current secure k-nearest neighbor procedures over encrypted data. To give
another answer for the PPKNN classifier issue over encrypted data a novel privacy-preserving k-NN
classification protocol over encrypted data in the cloud is proposed. This protocol ensures the secrecy of the
data, client’s information query and conceals the data Access designs. Execution of the protocal under various
boundary settings likewise assessed.

IL. LITERATURE REVIEW

In particular, Wong et al. propose an unbalanced scalar-item preserving encryption (ASPE) plot ensuring both

database ity and query privacy. Different works, for example, propose various techniques to around
Jregist % d kNN query. Nonetheless, lhey 0
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Abstract:

Now a days for identifying or predict an 1y diseases on kuman
beings, we should have proper diagnosis for predicting the
disease which is present in that human body. In general Jor
prediction of diseases we iry to use either X-Ray, CT or MRI
scan techniques for taking decision on that appropriate
disease. In general medical person need complete knowledge
on that appropriate domain to Jind out the abnormality which
Is present in human beings. As we all know that India fops the
world for ha ving more deaths due to lung diseases. After the
second highest cause of deaths in India due to heart disease,
this ling discase is one which iy increasing its rank more and
more. In order (o reduce that problem early diagnosis and
treatment of lung diseases is critical to prevent complications
including death. Nermally for finding the abnormality present
in lung, chest X-ray is Playing very important role to detect the
complete information about the lungs. In this current article
We Iry to present an effective way Jor expert diagnosiy of lung
diseases using deep learning models. It facuses on creating a
Systemn for assistance of Radiol ogists in detection of lung
diseases. This will especially benefit rural areas where
radiologists aren't easily available. We use two models like
Vegl6 and 1 319 for predicting the lung disease Jrom chest X
ray images and then tell which model gives high accnracy and
performance. We conclude by discussing research obstacles,
emerging trends, and possible future directions Jor improving
some more udvancement,

Keywords: Radiologists, Lung Diseases, Deep Learning Models,
Eorly Diagnosis, X-Ray.

1) INTRODUCTION

In recent days, the introduction of IT and e-health
care system in the medical field try to provide
medical experts to give proper treatment for the
patients who are in emergency. One of the most
critical discase which is ranked second in India
after the heart disease is lung diseases, also known
as respiratory diseases [1]As per the IRS (
International Respiratory  Societies [2]). report
more than three hundred million people are
continuously suffering from asthma disease and
more than 2 million people die due to this lung
diseases.

From the recent analysis, we know the COVID-19
pandemic infected millions of people and
healthcare systems and also there was great loss for
the humans. In general these lung diseases are
major cause of death and create disaster for the
world. Normally early detection of lung disease
plays a_grr in the chance of disease recovery
recovery rates if they are

L
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carly detected and treated. In the primitive days the
lung diseases are detected via blood test, skin test
and some X-ray and CT scan, The report need to be
cxamined by the radiology department and the
concern person who has enough knowledge will try
to tell the report from the test sample, which is
becoming a very complex task if the radiologist is
not available all the time. Recently deep learning
has gained a lot of user’s attention towards medical
domain for disease prediction and finding
abnormality. Hence we try to use this deep learning
technique on lung disease prediction and try to
classify the abnormality which is present in the
lungs using chest X -ray examination [3]-[8].

Figure I. Represent the Several Methods for Detecting Lung
Diseases

From the above figure 1, we can clearly identify
several types of examinations are done for
identifying the abnormality which js present in
human lungs. In general we try to apply deep
learning in the field of medical domain to identify
the pattern which is present in the chest X-ray and
then try to derive the possible learned features from
that image [9]. As we all know that deep learning js
becoming state of the art by increasing its
performance  in huge number of medical
applications  which can assist the medical
department persons or clinicians to detect and
classify some minute medical abnormalities very
effectively and efficiently [10]. There was a lot of
research work undergone for the lung diseases
detection and to the best of our knowledge we can
Swe one survey paper which is published based on
some previous published papers references on this

topic [1]). If we look in this paper we can see all
gl
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Classification Method for Imbalanced Data
using Ensemble Learning System

Sunil Chandolu, S.Prasad Babu Yagolu

Abstract: In this research, arrangement including imbalanced
datasets has gotten extensive consideration. Generally, order
calculations will, in general, anticipate that the majority of the
approaching information has a place with the greater part class,
bringing about the poor arrangement execution in the smaller
number or part occasions, which are ordinarily of considerably
more intrigue. In this paper, we propose a grouping based subset
troupe learning strategy for taking care of class imbalanced issue.
In the proposed methodology, first, new adjusted preparing
datasets are delivered utilizing bunching based Under-inspecting,
at that point, a further grouping of new training sets is performed
by applying four calculations: Decision Tree, Naive Bayes, KNN
and SVM, as the base algorithms in joined packing. A test
investigation is completed over a wide scope of exceptionally
imbalanced datasets. The outcomes acquired show that our
tfechnique can improve the irregularity order execution of
uncommon and ordinary classes steadily what's more,
successfully.

Keyword: Imbalanced information; Classification;
Clustering; Ensemble learning.

I. INTRODUCTION

A anissue machine learning and data mining research
community, imbalanced data characterization has been
broadly utilized in different application areas including
network intrusion detection, diagnoses of medical conditions
and satellite radar pictures identification, etc [1, 2]. A data set
is "imbalanced" if its number of occasions in a single class is
very quite the same as thosc in other classes. Tesls [rom one
class are uncommon (referred to as minority or positive
examples), a complexity to the quantity of tests in different
¢classes (referred to as most o fnegative examples). On account
of imbalanced datasets, the basic weakness utilizing
customary classifiers is that they misclassification minority
tests as lion's share ones. In any case, in the genuine space this
misclassification will cost a great deal to the region of
pertinence in terms of life in the event that it is a medical
domain. banking sectors. and so on.

Fhere is a pressing need to improve the order execution of a
minority classes in the fields of machine learning and Data
mining, rectification is not possible.

The vast majority of the methodologies managing
imbalanced data classification issue have been proposed both
at  the information furthermore, algorithmic levels.
Information level techniques for resizing preparing
information is to over-example cases in the minority class or
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under-inspecting those in the dominant part class, so that the
subsequent  information s balanced[3,4,5]. The
methodologies of information level techniques center around
pre-preparing the preparation information so as to make
preparing information adjusted. They have their advantages.
Be that as it may, it would likewise build the misclassification
of minority classes and misfortune helpful data on the
dominant part class all in all principles. A few procedures
joining both over-examining and under-testing were
proposed. Liu et al. [6] proposed over-examining the minority
class with SMOTE somewhat, at that point under-testing the
lion's share class a number of times to make bootstrap tests
having the equivalent or on the other hand comparative size
with the over-examining minority class, Analysts have
accentuated the utilization of grouping pre-handling
techniques as an option for an examining of the information.
Batista et al. [7] proposed to apply SMOTE after playing out
an data cleaning strategy, for example, Tomek joins and
Wilson's Edited Nearest Neighbor Rule.

Other than information level techniques, there exist strategies
which straightforwardly change the standard arrangement
calculations themselves. Veropoulous et al. [8] reformulated
the standard bolster vector machine (SVM) calculation to
allocate unique misclassification cost to positive and negative
cases.

Such a methodology is called cost-delicate learning.
Raskutti and Kowalczyk[9] led one-class SVM to gain just
[rom positive class examples. Akbani et al. [10] utilized the
methodology of consolidating SMOTE with cost-delicate
discovering that may help make a more well-characterized
choice limit than utilizing simply cost-touchy learning. A few
late investigations found that outfit learning could improve
the exhibition of a solitary classifier in imbalanced
information classification [11] .Ensemble learning technique
improves the order results by collecting numerous
characterization models, so as to make up each other's
shortcoming. Stowing and AdaBoost are the two most famous
troupe learning strategies in the writing, however both
become less successful in perceiving minority class in
imbalanced information, so the conventional troupe learning
strategies must be adjusted to suit the imbalanced
classification problem. In this work, we propose a novel half
breed way to deal with manage class irregularity, another
Clustering-based Subset Troupe Learning Method (CSEM).
Our methodology joins three procedures: grouping,
under-testing, and troupe,
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Packet Delivery Ratio and Overhead Reduction
for A-GPS Mobile Ad-Hoc Networks

Sunil Chandolu, P. Sanyasi Naidu, S. Prasad Babu Vagolu

Abstract: Now a day’s mobile ad-hoc network (MANET) is
engaged by numerous scientists and endeavoring to be conveyed
by and by. To accomplish this objective, these two components are
a significant issue that we need to consider. The Sirst is
"overhead". As it were, messages that is not important to be sent
when selting up a system association between versatile hubs. The
Sollowing issue is the parcel sending rate from source to the goal
hub that sufficiently high to ensure a successful system
association. This paper is concentrating on improving the
exhibition of the Location-Aided Routing Protocol (LAR)
regarding overhead decrease by adjusting the calculation of the
MANET course disclosure process. The consequence of the
reproduction shows that the proposed convention can decrease
overhead definitely, growing system lifetime and increment parcel
sending rate while contrasting and other traditional conventions.

Keywords: Mdbile Ad-héc Nétworks, A- GPS routing protocol,
Ovérhead reduction.

I. INTRODUCTION

A mobile ad-héc network (MANET) is a non-framework
system built up from cell phones and associated with remote
innovation. It tends to be framed with no guide of the
incorporated organization or standard help administrationsy
MANET is an exceptional answer to give correspondence
benefits in emergency circumstances, for example, medicinal
activity support for catastrophe circumstances or fighters
handing-oft data for war zone mindfulness. So as to associate
a goal hub that out of source hub transmission extend, every
hub nccds a directing system to build up a system
correspondence way. This procedure creates steering
overhead which causes an extra system burden and clog. On
the off chance that the MANET system experiences a high
tratfic issue, the presentation of the steering convention will
be decreased.

Numerous regular conventions [1] attempt to tackle the
overhead issues by confining the communicate zone while
playing out the course disclosure process. Nonetheless, a lot
of system data transmission is still squandered to broadcasting
bundles to the bearing that not making a beeline for the goal.
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Moreover, some current convention presents void sending
zone and goal inaccessible issues. This paper proposes
another

MANET  steering calculation dependent on the
Location-Aided Routing convention, which intends to lessen
overhead by diminishing the quantity of sending hubs while
keeping up organize unwavering quality.

The remainder of this paper is sorted out as pursues:
Section Il presents existing MANET steering models.
Segment I1I depicts the new proposed approach. Segment IV
shows the presentation assessment aftereffects of the
proposed approach by reenactment. Segment V makes an
inference.

II. RELATED WORK

In this process, we will present a component of Dynamic
Source Routing (DSR) [2] is a fundamental convention for
MANET. Then, we will depict the GPS-Assisted steering
convention that was improved from DSR, Location-Aided
Routing protocol (LAR) [3] and Distance Routing Effect
Algorithm for Mobility (DREAM) [4].

Dynimic Séurce Réuting prétocol(DSR)

Destination

Sowrce

Franvimission Ranye

Fig.1. Dynimic Bised Réuting schem#

To achieve successful correspondence with the source and
a destination node. The DSR convention comprises of two
forms: course revelation and course support.

The course revelation procedure is required when the
source hub can't determine the area of the goal hub. This
procedure will begin following the source hub needs to starts
correspondence with goal by a telecom Route solicitation
message (RREQ) to all neighbor hubs. at the point when any
sending hubs get the RREQ message, they should attach their
ation to the RREQ header and
rebroadcasting [8].
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Isolated Telugu Speech Recognition on FWT and HMM
based DNN Techniques

Dr. Kanaka Durga Returi, Dr. C. Srinivasa Kumar, Dr. Vaka Murali Mohan, Dr. Archek Praveen
Kumar

Abstract

Automation is dramatically changed in the present technology. Even in the small villages they are
using advalnced technology. This paper deals with automatic speech recognition where a local
language Telugu can be recognized by the system, the human machine interaction is easy if this
recognition is perfect. There are many advanced techniques to design such systems but every time
the procedure is different to obtain the promising results. This research uses suitable techniques
like FWT for features extraction and HMM based DNN for feature classifications. The speech copra is
trained and tested on various types of speech frequencies which deal with different parameters.
The research used isolated words for recognition, where most frequently used 50 words are

recognized. This is performed for speaker independent model.
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Machine Learning based diagnosis of Diabetic
Retinopathy using digital Fundus images with CLAHE
along FPGA Methodology

Yallanti Sowjanya Kumari, Mekala Srinivasa Rao, Ranga Swamy Sirisati

Abstract

In a diabetic patient when small nervous of retina are being damaged which are observed between
posterior part of eye is termed as Diabetic Retinopathy (DR). In aged population who are working
Diabetic retinopathy is considered as the main cause of blindness. Though treatments are available
to some extent the detection of it is failed some times. If it is detected at an early stage then it can
be treated well to get good results in diabetic patients. Beside this early detection is also helpful in
order to slow the disease progression by controlling the risk factors which are modifiable such as
blood pressure, blood glucose etc. In DR PDR and NPDR are two main stages. In order to verdict
and carry out the treatment of eye diseases digital retinal fundus images play a vital role. With the
help of biomicroscopy by senior ophthalmologists diabetic retinopathy can be detected well. In
proposed method we have used the combination of CLAHE along FPGA in order to get a high
vesolution images at last which are helpful in categorizing the exact stage of diabetic retinopathy
with detection of exact areas contrast, hard exudates and area of the blood vessels. Beside this with
proper treatment is carried out. In proposed method a dataset of digital fundus images are
considered and with the help of required classifiers in machine learning the exact stage of the

disease is recognized. A criti arison of various classifiers is carried out in order to observe
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Predicting Coronary Heart Disease: A Comparison between
Machine Learning Models

'K. Helini, K. Prathyusha, ’K. Sandhya Rani, *Ch.V, Raghavendran
"2 gssistant Professor, Vignan's Institute of Management and T. echnology Jor
Women, Bogaram, Hyderabad, Telangana, India
Jdssistant Professor, Annamacharya Institute of Technology and Sciences,
Piglipur, Hyderabad, Telangana, India
'Professor, Aditya College of Engineering & T echnology, Surampalem, Andhrq
Pradesh, India
Iko!anhelifzireddy@gnmil.com, zpralkyusha.kapa@gmail.com,
3sandl1ya.samskmti @gmail.com, *raghuch v@yahoo.com

Abstract

Coronary Heart Disease (CHD) is most important reasons of death all around the
world.An early recognition of this disease may help to reduce the death rate. This paper
uses Machine learning (ML) techniques on the pastmedical data to Sorecast CHD. This
paperapplies and compares three Classification algorithms — Logistic Regression (LR), &
Nearest Neighbors (KNN) and Decision Tree (DT). These ML techniques are validated
with K Fold cross validationmodel to improve the correctness of the models. The results
of performance evaluation metricsshowed that Decision Tree is performing better than
the other two models.

Keywords — Heart Disease, Machine Learning, Classification algorithms, Logistic
Regression, K Nearest Neighbors, Decision Tree, Cross validation

1. Introduction

Coronary Heart Disease (CHD) is one of the general heart diseases affecting people alf
around the world [1]. As per the statistics of the American Heart Association in 2016,
13% of deaths in the United States are because of CHD. A usual age at the first heart
attack is approximately 67 years for males and for females it is 72 years. An American
will have a heart attack in every 40 seconds approximately. Permitting to a study, during
2015 to 2030, medical expenses of CHD are estimated to rise by about 100% [2]. This
shows that accurate prediction of heart disease is an important issue.

From last few years Machine Learning (ML) techniques are showing significant
influence in the diagnosis of diseases[3-6]. Implementing an ML algorithm is a two-step
process — Train the model and then Test it. During the Training the model, the input
dataset consists of features and the outcome. And while testing this model, the dataset is
given without the outcome [15]. The accuracy of the model depends on how accurately it
is predicting over test dataset.

Rest of the paper is divided into four sections. Machine Learning models are discussed
in Section 2. Section 3 will discuss on Data preprocessing — viz., understanding dataset,
visualizations and metrics used to compare models. Section 4 implements the ML
algorithms on the dataset. Section 5 compares the models concludes.
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Restaurants Rating Prediction using Machine
Learning Algorithms

Vicky Malik, S.Prasad Babu Vagolu, Sunil Chandolu

Abstract: Restaurant Rating has become the most commonly
used parameter for judging a restaurant for any individual. A lot
of research has been done on different restaurants and the qualiny
of food it serves. Rating of a restaurant depends on factors like
reviews, area sitwated, average cost for two people, voles, cuisines
and the type of restaurant. The project aim is to find out the
relationship between the dependent and independent variable.
Proposed project is a Machine Learning Regression problem
which uses Restaurant Rating dataset. Based on various attributes
like the food, quality, prize ambience of the restaurant it predicts
the Restaurant Rating.

Keywords : Restaurant Rating, Random Forest Algorithm,
Linear Regression, Machine Learning Algorithm.

I. INTRODUCTION

In today's digitized modern world, popularity of food apps is
increasing due to its functionality to view, book and order for
food by a few clicks on the phone for their favorite restaurant
or cafes, by surveying the user ratings and reviews of the
previously visited customers. Restaurant Rating also provides
columns for writing classified user reviews. Such sort of
substance provided by web is named as client produced
content. Client created content contains a great deal of
significant and essential data about the food items and
restaurant administrations. Since there is no control on the
nature of this substance on the web and thus, these elevate
fraudsters to compose counterfeit surveys to defame the
restaurant administrations, to provide misguiding reviews, to
generate irrelevant content regardless of the product or
service, to advertise unrelated content, etc. These phony
surveys anticipate clients and associations achieving genuine
decisions about the product, services, and amenities of the
restaurants or cafes. In this case, Review Analysis has become
vital to generate authenticated and unbiased reviews which
help in avoiding fraudulent activities used to promote
business by publishing fake reviews.

Hereby in this paper we focus on mining customer reviews,
authenticate them, classify them into positive and negative
reviews, and find worthiness of the product.

Different machine learning algorithms like SVM, Linear

regression, Decision Tree, Random Forest can be used to
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predict the ratings of the restaurants.

II. DATA SET DESCRIPTION

This is a kaggle dataset.
(https://www.kaggle.com/himanshupoddar/zomato-bangalor
€- restaurants).

It Represents information of Restaurants in the City of
Bangalore. It contains 17 Columns and 51,000 Rows.

The dataset has the following attributes such as: Restaurant
Name, Restaurant 1D, City, Address, Cuisines, Cost for two
people, has table booking, Has online delivery, Is delivering
now, Switch to order menu, Prize range, Aggregate rating,
Rating color, Rating text and votes.

So, for the restaurant to have a higher rating the customer
rating plays an important role, and if the rating of the
restaurant is higher it will also bring new customers to
restaurants. The customer relationship plays a very important
role for the success and profit in business.

Pre Processing

The Dataset contained 17 Attributes.
* Records with null values were dropped from ratings
columns and were replaced in the other columns with a
numerical value.
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A Building Damage Classification Framework
for Feature Subset Selection using Rough Set with
Mutual Information
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Abstract: Predictive analysis (PA) is one of the advanced analytics or decision systems for finding future predictions. It
assesses the risk based on some conditions in a particular dataset, which used to make predictions about unknown future
events. Prediction future outcomes and trends, PA used as model for extracting (inheritance) the information from
existing datasets in order to determine patterns. Due to highly time complexity processing, researchers use standard
datasets for predicting the unknown future outcomes and trends. However, the dataset consists of a set of features or
sequences of attributes. The features in the dataset explain the total description of the datasets. Based on features in the
dataset, the classification can occur, and some of the features not highly correlated with other features in the dataset. The
inappropriate or avoidable or duplicating features tent to down the accuracy for solutions. From the above lines, the
reduction of features or feature selection is a eritical process for the classification job. The available features in the
dataset selected to get better results in the classification process. The reduced attribute subset description is more suitable
for classification. From now, attribute reduction or feature selection is an energetic method for classification
responsibilities. This research proposes a new approach to reduce features or the attributes or the properties of the dataset
based on Rough set (RS) with mutual information balance. This approach expected makes the reduction process efficient.
Although, this approach is also not to prune to time complexity reduction. The use of the Rough Set (RS) theory predicts
the importance of various features and certain critical features without additional information other than the necessary
information. Hence, this work further refines the strategy to reduce the time complexity by deploying a wrapper feature
selection approach. The results of this proposed framework are highly satisfactory and improve the classification results.
The results of this algorithm tested on various standard classification methods, and the improvements are notable. The
proposed method tested on various standard algorithms with the original and reduced feature sets, and it observed that the
accuracy has increased with a reduction in time complexity.

Keywords: Mutual Information, Decision Attributes,Feature Reduction, building_damage assessment dataset,
Rough Set, Filter, Conditional Attributes. Classification, Classifiers, Clustering, Structure Strength, and
Integrators.

1. Introduction

The dataset consists of features or attributes or properties captured from the various data sources. The
attributes describes the dataset. The aggregate description of the dataset based on feature. The attributes are
used for estimating the dataset classification. But some attributes are duplicate, missing values attribute and
not correlated with other attributes. This indicates that all the attributes are not involved in the classification
processes. So feature Reduction or feature selection is an important process for classification tasks. The
feature reduction improve the classification accuracy and reduce the time complexity. The feature Reduction
or feature selection can be done by removing unimportant, ambiguity, missing value attribute from the
original dataset.This can be done by using the proposed method. By improving the important of the feature in
dataset the process of classification is enhanced. Thus, removing irrelevant, ambiguity, missing values
attributes to improving the quality of classification in terms of accuracy. This redundant, missing values
attributes effects the accuracy of classification. The input of novel method is original dataset captured from
data sources, estimate the ine!e&gg{:rzd%n, missing value attributes and delete it. The outcome is the
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Abstract: Health services are an unavoidable task to be done in
human life. Human being's concern business has become a
remarkable field in the wide territory of medical science. The
health services industry contains an enormous measure of
information and hidden data. Compelling choices are made with
this hidden data by applying data mining methods. Several tests
are done in the identification of cardiovascular illnesses in the
patient anyway with data mining these tests could be decreased.
However, there is an absence of analysis device to furnish
successful test results with the concealed data, so a framework is
created utilizing data mining techniques for classifying the
information and to recognize the heart illnesses. Datamining goes
about as an answer to some health issues. Navie Bayes and
Laplace smoothing technique is one such data mining method
that serves in the determination of heart illnesses quiet. The
proposed hybrid system to avoid unnecessary diagnostic testing
inpatient and decreases the treatment time of diagnosing
inpatient by saving the cost of treatment. This paper analysis
many parameters and predicts heart-related issues, thereby
proposes a heart infections forecast framework (HIFS) helps
whether a patient having a disease or not with prediction.

Kepwords: Heart disease, Data mining techniques, Navie Bayes
algorithm, Laplace technique.

I. INTRODUCTION

Heart diseases are often managed effectively with a mixture
of lifestyle changes, medicine and, in some cases, surgery.
With the right treatment, the symptoms of heart disease can be
reduced to reduce the cost of surgical treatment and other
expenses.

Data mining holds great potential for the healthcare
mdustry to cnable health systems to systematically use data
and analytics (o identify inefficiencies and best practices that
improve care and reduce costs [1, 2]. The decision network
helps doctors to diagnose patients without making unwanted
practice variations caused thanks to doctor’s intuition and
incxperience. The system gives a second opinion regarding
the patient’s condition as from an experienced doctor since the
prediction 15 formed from a historical database containing a
sizable amount of heart patient records. This paper presents a
solution for diagnosing patients with heart disease [2].
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The proposed hybrid system to avoid unnecessary
diagnostic testing in patient and decreases the treatment time
of diagnosing inpatient by saving the cost of treatment. This
paper analysis many parameters and predicts heart-related
issues thereby proposes a heart infection forecast framework
(HIFS) that helps whether a patient having a disease or not
with prediction [3,4). To achieve this, they have used several
classifiers e.g. Bayesian Classifiers, CMAR (Classification
supported Multiple Association Rules), C4.5 (Decision Tree)
and SVM (Support Vector Machine). In their experiment,
SVM outperformed other classifiers with machine learning [5,
6,7].

II. HEART DISEASE DATASET

The prediction of Heart disease, Blood Pressure and Sugar
with the aid of neural networks was proposed by Niti Guru,
Anil Dahiya and Navin Rajpal. The dataset contains records
with 13 attributes. The supervised networks i.e. Neural
Network with backpropagation algorithm is employed for
training and testing of knowledge. A recordset with medical
attributes was obtained from the Cleveland Heart Disease
database [8). The records were split equally into two datasets:
training dataset and testing dataset. To avoid bias, records for
each set were picked randomly. This database contains 76
attributes, but only 14 attributes including one predictive
attribute is used. “Patient’s test” is employed as a record, one
attribute as output and, the remaining are input attributes. It is
assumed that issues like missing, inconsistent, and redundant
data have all been resolved.

A. Predictable attribute

Attribute Information:

1. age

. sex

. chest pain type (4 values)

- resting blood pressure

- serum cholestoral in mg/dl

. fasting blood sugar > 120 mg/dl
- resting clectrocardiographic results (valuegs
. maximum heart rate achieved

NN bW
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Abstract: The paper aims to propose a model for early detection
and proper diagnosis of the disease which can help the doctor in
saving the lifetime of the patient. Cancer is the most vital
explanation for death for both men and ladies. The early
detection of cancer is often helpful in curing the disease
completely. The major cause of death in human beings is cancer.
To predict the survival rate for NSCLC patients data mining
techniques can be used with the selection of algorithms. The
algorithms used to detect lung cancer are Support vector
machine (SVM), Decision tree, k-Nearest neighbor, Random
forest, Logistic regression. In this paper By implementing 2
different datasets and various packages and libraries in python,
it is compared and on implementation found suitable algorithms
have more accuracy on certain data sets for optimum prediction
rate of lung cancer. Lung cancer is the leading cause of cancer
death in the World States for both men & women. The early
detection of lung cancer can help cure the disease completely, In
general. a measure for early-stage lung cancer diagnosis mainly
includes X-ray chest films, CT scans, MRI scans, Biopsy, ete. The
various data processing algorithms, like Decision Trees (DT),
Artificial Neural Networks (ANN), Association Rule Mining
(ARM) and Bayesian Classifier. Data mining may be a powerful
technique to assist the people in their health, Scientific and
Engineering. Those techniques are extracting the hidden
information from the large databases which helps to find the
relationships and patterns from the data. So many algorithms
were developed to detect carcinoma but they're not proved il the
independent assumptions are taken into consideration. In this
paper by implementing 2 different datasets and various packages
and libraries in python, it is compared and on implementation
found suitable algorithms have more accuracy on certain data
sets for optimum prediction rate of lung cancer. This proposal is
used to develop a software-based Efficient Lung Monitoring
System(ELMS) structure which is used to discover the hidden
patterns in the lung disorder CT images by using the data mining
technigues.

Keywords: Data mining techniques, Machine learning, Lung
cancer, Decision Tree algorithm

l. INTRODUCTION

Lung cancer is one of the most common and serious types
of cancer that severely harms the human body. To cure cancer
carly cancer detection is required [1]. If lung cancer is
diagnosed at the early stages many lives will be saved. The
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other name for lung cancer is lung carcinoma, an uncontrolled
malignant tumor distinguished by undisciplined cell growth in
lung cells. Many people are suffering from this kind of cancer
and confining to death. If this is left untreated, this may grow
later than the lung by metastasis into other parts of the body.
Many of the cancers start from lungs, called primary lung
carcinoma. There are two types of small cell lung carcinoma
(SCLC), non-small cell lung carcinoma(NSCLC) [2]. The
main reason for lung cancer is smoking of the cigarette. Many
types of research are targeting exact approaches for treating
cancer. Cancer is the most vital explanation for death for both
men and ladies. The early detection of cancer is often helpful
in curing the disease completely. So the requirement of
techniques to detect the occurrence of cancer nodules in early-
stage is increasing. A disease that's commonly misdiagnosed
is carcinoma. Earlier diagnosis of carcinoma saves enormous
lives, failing which can cause other severe problems causing
sudden fatal end. Its cure rate and prediction depend mainly
on the first detection and diagnosis of the disease[3]. One of
the foremost common sorts of medical malpractices globally
is a mistake in diagnosis. Knowledge discovery and data
mining have found numerous applications in the business and
scientific domain. Valuable knowledge is often discovered
from the application of knowledge mining techniques in the
healthcare system.

In this study, we briefly examine the potential use of
classification based data processing techniques like Rule-
based, Decision tree, Naive Bayes and Artificial Neural
Network to a massive volume of healthcare data[4]. For data
preprocessing  and  effective deciding One Dependency
Augmented Naive Bayes classifier (ODANB) and naive
creedal classifier 2 (NCC2) are used[S]. This is an extension
of naive Bayes to imprecise probabilities that aims at
delivering robust classifications also when handling small or
incomplete data sets. Discovery of hidden patterns and
relationships often goes unexploited. Diagnosis of carcinoma
Diseasc can answer complex “what if” queries which
traditional decision support systems cannot. Using generic
carcinoma symptoms like age, sex, Wheezing, Shortness of
breath, Pain in shoulder, chest, arm, it can predict the
likelihood of patients getting a carcinoma disease.
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ANALYSIS OF EDUCATIONAL INSTITUTION QUALITY GROWTH RATE
IN ACADEMICS

E. Lingamurthy, K. Bharath Reddy and V.Nitesh
Vignan’s Institute of Management and Technology for Women
Ghatkesar, Hyderabad, Telangana, India.

ABSTRACT:

In last few years several educational institutes are started and number of different
courses also increased while many of them are in self finance mode. For smooth running
of academic sessions it is important to have good student’s strength. Students admit into the
institutions based on quality of institutions. So, it is important to improve the quality for
every educational institution, one of the factors to measure the positive growth rate of
institution is improvement in the admitted student’s growth rate with respect to academics.
This paper proposes the use of data analysis techniques to analyse the admitted student’s
quality growth rate in educational institution. The results of analysis gives clear idea about
whether a particular educational institution gaining the positive growth rate or negative
growth rate in the consequent years.

Keywords :: Academic Performance, Clustering, Data Analysis, K-Means Algorithm

INTRODUCTION

Nowadays everywhere educational institutions are growing in large numbers and most
of the educational institutions are self-financed, for smooth running of the institutions
good number of admissions are required. Due to the sudden rise of such institutions
student admission system has been affected. For the sustainability of the educational
institution good quality students with respect to academics need to admit. To get
admitted the good quality students into an educational institution, every educational
institution need to maintain the quality. To decide particular institution is a quality
institution or not we need to consider many factors. In this paper basically to analyze the
quality of an educational institution we considered a single aspect that is weather an
individual educational institution is recording a positive growth rate or negative growth
rage in the continuous years.

To decide whether an educational institution recorded a positive growth rate or not in
the current academic compared to the previous academic year need to consider many
factors like

= Quality of the students admitted with respect tc academics. ’\/43/‘;’“\
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Ionic liquid catalyzed Green and One-Pot Synthesis of Chalcone through
Claisen - Schmidt Condensation
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& N
Abstract: lonic liguids are good catalysts in various green organic transformations. Chalcones and their
modifications are medicinally potent. Concrete and effective synthesis of chaleones from substituted
benzaldehyde and acetophenone using [PhosiL-Clf catalyst with recvclables herewith reported. This method is
environmentally benign, under mild conditions, simple workup protocols to afford excellent yields when we
compared to conventional method. The products 3a-i were reported in Scheme 1 and Table-1&2 and confirmed
by measuring melting points and 'H and "C NMR spectra under deuterated chloroform as the NMR solvent.

Key Words: Chalcone, phosphonium ionic liquid, Claisen-Schmidt condensation.
. J

1. INTRODUCTION:

One-pot synthesis allows compounds to be prepared without having to isolate and purify the intermediates,
thereby reducing waste and increasing reaction efficiency. Reacting three or more components in a single operation
can avoid the use of large amounts of solvents for each step and expensive purification techniques. Chalcones, also
known as o,f-unsaturated ketones, are abundant in edible plants and are considered to be precursors of flavenoids and
isoflavonoids. Chalcones bear a very good synthon so that a variety of novel heterocycles with good pharmaceutical
profiles can be designed. Chalcone epoxides (u,p-epoxyketones) not only undergo the usual reactions of epoxides, but
are also susceptible to several uscful reactions owing to the presence of carbonyl groups. Chalcones and chalcone
epoxides display an enormous number of biological activities, including anti-cancer, anti-microbial, anti-
inflammatory, anti-oxidant, and anti-viral '. The reaction combines two or more molecules through carbon-carbon
bond formation. Aldol condensation can proceed under acidic or basic conditions. Under basic conditions, the reaction
of carbonyl compound enolates with an aldehyde or a ketone forms a B-hydroxy carbonyl compound. The B-hydroxy
carbonyl compound is also called an aldol because it contains both an aldehyde group and the hydroxyl group of an
alcohol. An aldol is a structural unit found in many naturally occurring molecules and pharmaceuticals 2. The
mechanism for the base-catalyzed Claisen-Schmidt condensation between benzaldehyde and acetophenone is a base
removes a proton from the acetophenone to form an enolate ion. Then, the enolate ion adds to the benzaldehyde
followed by the protonation, resulting in the aldol product. The dehydration of the aldol under basic conditions results
in the a,B-unsaturated ketone .

0]
i.Conventional mgthod X
ii.Green method |/ L
A
1a-i 3 3a-i
Substituted Acotophenos Chalcone
Aldehyde F
AN 3a=A-H , 3b=A-4-Cl,
PRINCIPAL 3c=A-4-Me  3d=A-4-OMe -
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Scheme 1 One pot synthesis of Chalcones by Claisen-Schmidt condensation
S i = NaOH / MeOH

ii = Phosphonium - lonic liquid
Phosphonium Tonic Liquid catalyzed Green Synthesis of Chalcones
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ﬂ A mixture of Phenois (1 Malonic acid (0.3 mol) (2), Bronsted acidic ionic liquids (3) by Pechmann
2 condensatianal roai Stooveld - hvdroxyi=277- chromen-2-one (4) by means of protocols under
preen condiions o siep oy Dunethy--hydroxycoumarin, secondary amine (6} . formaldehyde (7)
and  Broisied busic ol bguids 5 were added under il bath about 80 "C followed by crude solid was
collected by liltrati Lo ootined solid 4 hydrosyl=3- (morpholinomethyD-2H- chromen-2-one (8a-d)
vig une pet Huee comporent reachion winder solvent free conditions in good 1w excellent yields. The
catalysts woe cco - fendly and eastly prepared. stored and recovered withour loss of activity shown in
Scheme- 1 und table- |

Chrome s loeic Liguads, Solvent free condition, Pechmann condensation.

arrently iy developing aréa i organic synthesis concemns the design and usuge of catalysts
which not valy possess el aetiviny and selectivity but which are also simultancously benign to the
enviroaoen! ad easaly recoverable, I this context. ionic liquids (11.8) have recently attracted considerable

interest duc to their wveial mberent vicues ke low vapor pressure. easy recyelables, and high thermal
stabitity] 14| Nitroson sl oxy e bused hetero evelie compounds are biologically potent and medicinally
. stgificuin
vioong  thes, antmicrobiad, wmivienl, molluscicidal  anticancer, enzyme inhibition, anti-
a inflammutony, antio cdand. saticonzulant and effeet on central nervous system are most prominent.
3 Coumarin il Chronen nucler possess diversitied biological activities [5-13).

\rischutz’ firs pthiestzed - Hvdroxycoumarin by treating acetylsalicylyl chloride with the
sodivm derivative Mo ester e turme A-Carboethoxy=4- hydroxyveoumarin on treatinent with alkali
this compuund was aecarbusyvhited o form 4-Hydroxycoumarin[ 14]. Zeigler and coworker have cyclised
matonic  acid diplicay! ester o presence of AICH using Friedal Craft’s alkylation to give 4-
shath e ad have evolved o simple process for the synthesis of 4-Hydroxycoumaring
i s madomie acid mothe presence of anhydrous Zine- -chloride and

Hydrox veotaren | |

mowhich o plienol was reated

RPhosphorus oxyehlonde a1 60-75 "C[ 16].

Hlocewith boostep syuthesis of wonie liquid catalyzed under solvent free condition at optimum
temperatuies substitaied cliromens 1 ones of two step green method summarized shown in Scheme-1 and
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ABSTRACT

£ shopping mallis a popular spot where peopie get ihelr day-fo-day necessities. We can coserve animmense quaience af

these mails on holidays and weekends. The cashiers have fo put more efforis fo complete bifiing and paymeni process.

Scanning of all purchased products fakes long time and generates long queues af cash counters. To overcome 1his

problem, we proposed a smart shopping cart sysiem fixed in a frofley. The trofieys are equipped with barcode scanner and
Arduino in if. The products placed in frolleys are cutomnatically scanned by barcode scanners and gets updated in the

octapase. Consequently, it also creates the invoice for the products purchased,

Kevworas: NooeMCU, Barcode Scanner, Weblink, Arduinc, Database.

INTRODUCTION

A maijor stuctural shif has occurred in recent years, with
implications for the financial system and modern culiure,
especially in areas demanding employment, urbanisarion,

infernational econom demography, household
building, and ethnic routings. Advances in communication
and comprehension rechnology have sparked revolutions
of valug, intelligence, and senses in nearly every aspect of
human experience, spliting The so-called "Day of Coercion
and Records" deeply. The supermarke’ indusiry is now very
imporfant on the global marke!, and iis recent
advancemenis in technological, polifical, cutural, and
financial terms have made i one of ‘he most diverse and
convenient businesses in the world iGubbi e7 al.,, 2013).
Companies have evolved from knowledge exchange and
coercion to data sharing and sophisticated communication
sirategies. The advancemen: of cufting-edge sysiems
such as barcodes and wireless networks has made
traditional retail practises faster, clearer, and more
profitable (Gangwal et al, 2013). The fechnology
represents merchants as well as the ability io minimise costs
in order o enhance services, allowing for rapid calls of
ighly custormised

customers, as well as the proyist
*@_‘.‘ﬁ_h’éﬁ@?{}ﬂf
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expert services. The user has ne loyalty fo refailers and has
high expectations for customer and service esteem. There
has been a definite hand fransfer in both refailers and
manufacturers for the client. Strong rivalry betwesn larger
retall chains has led fo a reduction in gross profit benefifs
due to the type of affernpt to mainiain competitive raies
and win more custiomars, In foday’s universe, the refail
shops are sill a popular location where people buy their
day-fo-day needs, ranging from food services and
products, apparel, elechical apgliances, eic. Every
supermarke! and hypermarket uses basket and shopping
caris to help customars search, decide and save the
products they purchase (Yathisha et al., 2015). Cusiomers
should place each objec they wani to buy in the hand-
cart and then proceed fo the biling counter of shop. The
biling proecess, which is fedious and fime-consuming, is
now reliant on digital technologies for fund fransfer in billing
section, sfill making the waiting period high. Wwith this
project, refenred as "smart shopping cart”, whichis aimedto
reduce and poweniially eliminafe shopper wait fimes,
reduce overall workforce demand and increase overall
efficiency. In the woild where innovations exacily substitute
the services. we are doing a fypical task. More and more
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A COMPREBGENSIVE STUDY ON QUICKER AND EASIER

MANUTACUTURING GF CUTTING LINE HANDLING
PION IN FABRICUC INDUSTRY

‘1. Bushwara Rao, V. Mohan Krishna® & N. Pradeep’
Vst prot. Misnan s Instnuie of Managenient and Technology for Women,
fankipar . Giathesin. Ranga Raeddy 1 elaneana

Abstract

Procedure autoinmiion aod astute wssembhing are sigmificant vanables for contending
effectively i the present iternationad cconomy. Automation i the material industry 1s
characterized as the scar and hardware used to make production progressively effective. A
portion of the focal points 1o awtomation meorporate less work hours for a simular production.
more seeure workiie comsdivons, and greater iten This paper 1s concentrating on the on-
demand cutting bine awiomation. This work depends on the on-demand production hine work
for the Bombay coioriig oreanization. Bombay colorng produces around 13 milhon sleeping
cushion covers cach vear, around 3% 10% is on-demand items. Any article of clothing or
garment is cstecnicd o betight by estimating the nature of the fabric. Regardless of whether it
is the purchaser. client. or distributer of articles of clothing today all search for quality and
standard fabrics. Harn in tabrics can bitne the expense somewhere near 45 to 65 percent.
Thus Fabric wspecuon assutics a huge job during the time spent creation articles of clothing,
The inspection is typically completed before the production of articles of clothing starts and
checks the nature ol the tabrc, sewing string, and the trims and embellishments. The
principle center P8 s paper is around tabric taking care of automation  how to make it
speedicr and stimpler
Index Terms

Autotation, Cutter. Robot, CADC CAM., Industry 4.0, Storage Robolt. Fabric Rolls,
Rotacul. Vibracut. un-demand. Cuttig Lane. Fabrie Storage.

i. nlreauctiva

Today chients nead o swuctre and vary: they need o have the items rapidly and modest
Garment Tndusty of bidissis wn - one writhon industries. Right around 33 % of its knitwear
production and about 26"y ol its woven-picee of clothing production, both by volume, enters

send out business scctors. Gieneratly around 25 % ol the volume of its article of clothing

production gocs o send out business sectors, leaving 75 % for local consumption,

The Industry covers wmore G one lakh unit and utihzes around 6 million laborers, both
legitimately and by puplicaiion i practically equivalent proportion. The roundabout portion
assists with continuimg the immediate production scgment looking like things related with the
article of clothing industry production ticluding sewing/weaving string, buttons, clasps,

zippers. inctal plates. cardbuand sheets, plastic butterlics and bundling material.

The sorted out wen of the prece of clothing mdustry is generally 20% of the all out industry.

concentrating essvithiniiy vn sonds vt These we typically constrained Companies while the

vl Ml
<o anailute of Management & Technology F
, _ or Women
rf.andapurM.Ghatkesar(M),ModchaLMe!ka}gg-:'{(Dt)-SD1301

Telangana State

rest s eaclusive vi assoctatiun Conipanics,

Paoe N



KN

U¥YyDCs

www.ijvdcs.org

International Journal of VLSI System
Design and Communication Systems

ISSN 2322-0929
Volume-08,
Jan-Dec-2020,
Pages: 27-30

. Implementation of Multiuseful Application for Blind People using

Raspberry Pi3 and Wireless Communication
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Abstract: This project has been built around Raspberry Pi processor board. It is controlling the peripherals like Camera and
speaker which act as an interface between the system and the user. Optical Character Recognition or OCR is implemented in this
project to recognize characters which are then read out by the system through a speaker. The camera is mounted on a stand in
such a position that if a paper is placed in between the area marked by angular braces, it captures a full view of the paper into the
system. Also, when the camera takes the snapshot of the paper, it is ensured that there are good lighting conditions. The content
on the paper should be written in English (preferably Times New Roman) and be of good font size (preferably 24 or more as per
MS Word). When all these conditions are met the system takes the photo, processes it and if it recognizes the content written on
the paper it will announce on the speaker that the content on the paper has been successtully processed. After this it speaks out the
content that was converted in to text format in the system from processing the image of the paper. In this way Raspberry Pi Based
Reader for Blind helps a blind person to read a paper without the help of any human reader or without the help of tactile writing

system.

Keywords: Raspberry Pi3, GSM Modem, Pi-Camera, USB Mic.

L. INTRODUCTION

This project presents the automatic message reader for
visually impaired people, developed on Raspberry Pi. The
TTS (Text To Speech) this technology is basically used for
conversion of text file into voice or in audio form. This TTS
technology proposed to help the blind peoples. It includes
GSM as a input text (read SMS), which is then pass to TTS
unit. TTS unit installed in raspberry pi and the output of TTS
is amplified by using audio amplifier and then it given to the
speaker. The purpose of this research paper is to illustrate the
implementation of a Voice Command System. This system
works on the primary input of a user’s voice. Using voice as
an input, we were able to convert it to text using a speech to
text engine. The text hence produced was used for query
processing and fetching relevant information. The text data
send message to select persons via GSM Modem. The
present paper has introduced an innovative, efficient and real-
time cost beneficial technique that enables user to hear the
contents of text images instead of reading through them. Text
to Speech Synthesizer (TTS) in Raspberry pi. This kind of
system- helps visually impaired people to interact with
computers effectively through vocal interface. This paper
describes the design, implementation and experimental
results of the device. This device consists of two modules,
text processing module and voice processing module. In the
existing system, user can see conversion of text messages
into speech. Cause for this project is that reading aids for the
blind, talking aid for the vocally handicapped and training
aids and other commercial applications. Vocally handicapped

\ Q\‘.\l\"
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people can type the text from keypad and it will be processed
in ARM microcontroller and voice board. In voice board,
they feed the Input. so that ARM microcontroller will process
and output is heard through speaker.

II. PROPOSED SYSTEM

User for the detection and reading of documented text in
message to help the blind and visually impaired people. We
have proposed a technique to extract text from message
documents, convert the text into audio output. Qur focus is
on enhancing the capabilities of blind people by providing
them a solution so that the information can be fed to them in
the form of a speech signal.

Power Supply

s =
- Camera [z = GsM

| USBMic zmzy Raspberry Earphones |
b Pi A T

| D Card "::;y

Figl. Block Diagram.

Figurel shows the block diagram of the proposed book
reader. In this sysiem, the printed text is to be placed under
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ABSTRACT

Farming detection for local area has attempted to use the force
of man-made brainpower (AI). One significant subject is
utilizing Al to make the planning of harvests more exact,
programmed. and fast. A group of work process utilizing Deep
Neural Network(DNN) to create high-caliber in-season crop
maps from Landsat symbolisms. Preparing work processes are
made to computerize the repetitive pre-processing, preparing,
testing, and post processing work processes. Tested hybrid
solution on new images and received accurate results on major
crops such as corn, soybean, barley, spring wheat, dry bean
sugar beets. In existing system conventional neural network is
preferred on perceiving large farmlands the dissipated
wetlands and rural area in North Dakota. The trained
conventional neural network better recognize major crops in
big farms but it struggle in differentiating minor crops in
wetlands. The current algorithm is still having flaws need to
integrate more high-performance computational platforms to
collaborate on training to further improve its performance.
Proposed system identify unplanted land or grassland and
classifying minor crop type using VGG16 algorithm. The
quality of vgglé map can be enhanced by a series of post
processes involving data source to force correct those
misclassified field. F1 is a performance metric. Using vgglé
might best result in improving the performance.

Keywords—  Artificial Intelligence, Conventional Neural
Network, Deep Learning, Deep Neural Network, Geo-
Processing Workflow, Image Classification, Landsat, North
Dakota, , Visual Geometry Group

I. INTRODUCTION

Generally focusing on Machine leamning is a method of data
analysis that automates analytical model using a set of algorithms
which are performed automatically with provided user data. As ML
provides generalization on input of data using predefined and learn
patterns. As another objective of Artificial Intelligence deep
learning concepts provides deep and automated analysis on
complex data using a very high level abstract. As various Deep
learning algorithms provides various levels of data abstraction,
extraction and deep analysis. Deep learning automated extraction
mostly used for satellite data analysis. The deep layered
sophistication clash motivates the hierarchical discernment erection
layered enlightenment enterprise of the waggish sensorial areas of
the neocortex in the secular planner , which automatically extracts
lineaments and abstractions strange the underlying materials [4].
Unfathomable cavity Discernment algorithms are completely
advantageous in a second partnepsii g
aplenty of unsupervised matfer
representations in a greedy cdve;%y’iﬁsgf(&gag
of the evidence insistence hg J&videﬁemg

il urden
paraphernalia learners o tgh W!’j@'ﬂ%;’q} A

learn  figures
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averment is predestined to shorten the bit of cool off an pioneering,
hustling contraption tyro, term a consenting data assertion footing
lead to high performance for a relatively simpler machine learner.
Favour, aspect masterminding , which focuses on forming features
and data representations outlandish retreat from data [1], is an
important element of machine Sense of values .New sophistication
algorithms are provided for yawning chasm enlightenment to
implement consccutive Layers. As abyss Civilization provides
revision of nonlincar inputs and outputs scan layers of gaping void
Discernment cater a wish of ofting and selt learn dispatch based on
hierarchical way of data through multiple transformation layers. The
epicurean data (for the truth pixels in an image) is fed to the first
layer. In conformity with, the pick of as a last resort layer is provided
as input to its next layer. Practical studies try persistent divagate data
representations cstablished from stacking to mnon-linear face
extractors (as in Bottomless gulf Leaming) time cede ameliorate
code brooding outcomes, ground-breaking class modeling [9], better
quality of generated samples by way of generative probabilistic
fashions [10], and the invariant belongings of facts representations
[11]. Abyss Learning solutions undertake be stripped about vomitus
outcomes in variant encipher gaining colleague of packages. which
includes speech reputation [12], pc vision [7][8]. and natural
language processing. A improved assurmed overview of Abysm
Learning is supplied in Precinct “Deep gaining acquaintance of in
statistics mining and gadget learning”™

Technological advancement has penetrated agriculture in the present
time, proper from small to massive scale farming [1]. The Global
Positioning System (GPS) usage allows the farmers lo accumulate
necessary farming information, which allows self-reliant steering
manipulate machine improvement [2]. The saucy clue in yawning
chasm closeness algorithms is automating the ancestry of
representations (abstractions) alien the statistics [5]. Bottomless gulf
gaining understanding of algorithms story a spacious bunch of
unsupervised figures to routinely extract diligent representation.
These algorithms are copiously motivated near the division of fake
predilection, which has the middling objective of fake the imaginable
brain’s facility to observe, examine. analyze, and make choices.
mainly for extremely absorb issues. Pretence apposite to these
complex challenges has been a cenwal thrust uncivilized
Untathomable cavity Sense of values algorithms which attempt to
emulate the hierarchical Way of life approach of the human brain.
Models atop based on courtroom acquirement to cherish
architectures rally with regard 1o additional trestle. assist vector
machines, and case-primarily based finding may appendix fall quick
when trying to extract beneficial data from complex structures and
relationships inside the enter corpus. In be in a class. Gaping void
Refinement architectures take a crack at the propensity to generalize
in non-nearby and all-embracing approaches, radio show mastering
jurisprudence and relationships beyond instantaneous buddies within
the records [4]. Abysm mastering is in conviction a narrow feigning
toward synthetic intelligence. [t cheap longer pummel gives
complicated repf ans of tip-off which are not at all bad for Al
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Abstract

Software testing provides accuracy and quality of the software
product and service under test. As testing is to validate whether
the product fulfills the particular prerequisites, needs, and
desires of the client. Large scale programming has become
mainstream technology in service computing through cloud and
mobile computing of real time applications. As many web
services are service-oriented workflow applications with
different functions. Web Service Business Process Execution
Language (WSBPEL) has become the standard architecture for
all service applications in online. These applications often suffer
from failures or defects, especially during the evolution of
service composition. In existing system WS-BPEL activity
dependences. which are correlation dependence and
synchronization dependence are proposed. Module dependency
technology is used to analyze the internal structure changes.
Modification impact analysis is used for test case prioritization
of service-oriented workflow applications. The regression test
case prioritization provides various test case prioritizations of
single service-oriented work flow applications, But existing
slicing technique does not support large scale services. After
analyzing the need of large scale and multiple service-oriented
workflow applications, it is very essential to propose a LSBPEL
(Large Scale Business Process Execution Language) technique.
The proposed system provides more effective than traditional
methods which are covering single service test case priorities.
The fault handling activity is used to eliminate faults in
advanced activities of WS-BPEL 2.0 in the proposed technique.

Keywords— Test case prioritization; models; Regression
Testing; BPEL; Web Service Business Process Execution
Language.

1. INTRODUCTION

Software testing provides accuracy and quality of the software
products Software testing is to validate whether the product fulfills
client needs Now a days Large scale programming has
become mainstream technology in service computing Web
services are service-oriented workflow  applications  with
different functions of Large Scale. Web Service Business Process
Execution Language (WSBPEL) has become the standard
architecture for all service applications in online. ~Software design
and development radically changed in the last decade. Software
systems were traditionally designed to operate in a completely
known and immutable environmen ever software had to
be changed, to improve its qualj requirements, a
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testing approaches, applied for years to traditional systems. apply to
service-centric  systems as well. Primarily. the idea that a
combination of unit, integration, system. and regression testing is
needed to gain confidence that a system will deliver the expected
functionality [2]. Software maintenance is becoming important and
expensive day by day. When the software is modified during
maintenance phases, retesting 1s performed. This process of retesting
the software is known as regression testing [3]. Regression testing.
aimed at detecting potential faults caused by software changes, is the
de facto approach. It reruns test cases from existing test suites to
ensure that no previously working function has failed as a result of
the modification. Although many rescarchers point out that frequent
exccutions of regression test are crucial in successful application
development. rerunning the regression test suite for large and
complex systems may take days and even weeks, which is time-
consuming [3]. Service-oriented computing (SOC) can bring
unprecedented flexibility both in the way software is built and in the
way it is structured. A web service is composed of activities” whose
execution performs tasks of interest, and “Messages" that enable the
service to participate in a more complex Web service [5]. A
conversation protocol is a finite stale automaton which specifies the
desired set of conversations of a composite web service [5]. In
serviceoriented computing, a business process may invoke external
web services, which may incur charges. To reduce CoStS, it is
desirable to detect failures as soon as possible when executing the
and finding bugs. The use of effective regression lesting techniques
is, therefore. crucial. Thus, test case prioritization as shown in [fig 1.]
is important in regression testing. It schedules the test cases in a
regression test suite with a view to maximizing cerlain objectives
(such as revealing faults earlier). which help reduce the time and cost
required to maintain service oriented business applications. Existing
regression testing techniques for such applications focus on testing
individual services or workflow programs.

Regression testing

Bulld procesa

Parial test suita II

Figure 1: Test case prioritization in regression testing
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ersfl‘act:

Patients infected by coronavirus disease 2019, particularly in India, are more likely to
develop rhino-orbital mucormycosis, which has risen in frequency. Diabetes mellitus (DM) is
a renowned chance element during COVID-19 infection and mucormycosis (fungal infection
of the gut) (fungal infection). This research aims to conduct a methodical review of the paper
to ascertain the characteristics of people who have mucormycosis and COVID-19. We
conducted a keyword search of the electronic dataset database from its inception until June
2021, and the findings are presented in the following report. This work compiled all of the
finc-grained information from case history records of patients with COVID-19 and
mucormycosis worldwide. We next examined the patient steroid usage, health characteristics,
mucormycosis location, associated comorbidities, and prognosis of COVID-19 patients,
among other things. Many cases of mucormycosis are recorded in people who have been
infected with COVID-19, with an additional few other cases reported from other parts of the
globe. Most instances (82 percent) occurred in India, with Mucormycosis being found in the
vast majority of males (80 percent) and about 40 percent of COVID-19 patients who were
active and recovered. Patients with pre-existing diabetes were found to have DM in above 80
percent of patients. The DKA (Diabetic ketoacidosis) was found in 15 percent of patients
with pre-existing diabetes. Corticosteroids were utilized to treat COVID-19 in 76.3 percent of
individuals studied. Mucormycosis of the nose and sinuses was the most prevalent kind (88.9
percent), followed by rhino-orbital mucormycosis (14 percent ). (56.7% ). In 30.7 percent of
the instances, there was a death to record. Diabetes, prolonged corticosteroid usage, and the
presence of COVID-19 all appear to be associated with an increase in mucormycosis. Every
effort should be made to maintain optimum glucose levels in COVID-19 patients, with
corticosteroids used _sparingly. Image binarization is a good approach for image
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Abstract

Heart discase, alternatively kmown as cardiovascular
disease, indicates various conditions that impact the heart
and is the primary basis of death worldwide over the span
of the past few decades. It associates many risk factors in
heart disease and it is needed to get accurate, reliable, and
sensible approaches to make an early diagnosis to achieve
prompt management of the disease. Predicting and
diagnosing heart disease is the biggest challenge in the
medical industry and relies on factors such as the physical
examination, symptoms and signs of the patient. Machine
learning algorithms play an essential and precise role in
the prediction of heart disease. A hybrid machine
learning approach is used to predict stroke via
imbalanced and in complete medical data set. The existing
system uses a hybrid approach model by combining the
characteristics of Random Forest and Linear model
approaches collectively termed as HRFLM (Hybrid
Random Forest Linear Model). This model makes use of
all the features without any restrictions while selecting
them and uses artificial neural networks with back
propagation concept. Heart disease dataset is collected
from UCI machine learning repository with 13 clinical
features as input. The Cleveland dataset contains an
attribute with the name num to show the diagnosis of the
heart disease in patient on different scales from 0 to 4.
The proposed system uses other combination of hybrid
approach by combing RBF SVM along with Logistic
regression. RBF SVM uses kernel function to solve non-
linear problems and Logistic regression provides great
training efficiency for timely improving the diagnosis of
the heart disease.

Keywords—  Machine  Learning, Prediction,
Classification Technique, Random Forest, Decision Tree,
Feature Selection, Prediction Model, Cardiovascular
Disease (CVD), Radial Basis Function
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I. INTRODUCTION

Machine learning is a method of data analysis that
automates analytical model using a set of
algorithms which are performed automatically with
provided user data. As ML is one of the sections
of artificial intelligence which provides a series of
steps through which user interacts with training
and leaming of datasets, various patterns of
datasets to make automatic decisions with minimal
human intervention. Now a days ML is widely
used in many applications such as medicine,
Statistics, Agriculture, Aviation, Speech
Recognition  etc., Through  various ML
Conventional Algorithms all industrial and other
sectors data is used to perform needed tasks
automatically without maximum user interaction.
Now a days ML is widely for various diseases
prediction accurately with provided and trained
datasets. This paper provides is a study of
Predictive Analysis Of Heart Disease Based On
Machine Leaming Approaches. As cardiovascular
disease is the kind of disease which can cause the
emergency if not predicted early. Many people are
losing their life’s due to false predictions and later
stages predications. As heart disease is a defect
related coronary decency which can be occurred
due to various reasons in the heart like weakened
walls, blockages, insufficient blood supply to
arteries. To make a better and faster analysis now
days Machine learning (ML) a branch of artificial
intelligence (Al) is increasingly utilized within the
field of cardiovascular medicine for better, faster
and accurate analysis.

It is essentially how computers make sense of data
and decide or classify a task with or without human
e —7
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Abstract: Recently, different techniques are availzble for
data hiding. When to send some confidential data over insecure
channel it is mandatory to embed data in some host or cover
media. While sending secure data using cover media it necessary
to encrypt as well as compress the cover media after compression
embed confidential data. For providing this facility there various
encryption/decryption techniques, compression techniques, and
data embedding techniques are available, Tt is also important the
data embedding should be reversible in nature. Herc we are
discussing different data embedding techniques that are reversible
in nature by using encrypted image as cover media. In separable
reversible data hiding in encrypted image initially the content
owner encrypts the original uncompressed image. then the data
hider compress the image to create sparse space to accommodate
some additional data. At the receiver end. receivers extract the
embedded data and recover the cover image without any loss
Keywords: Separable Reversible Data Hiding, data hiding key,
encryption key, Difference expansion.

L. INTRODUCTION

Steganography is the method of hiding a message, file, image,
or video within another file, message, image, or video. The
word steganography combines from the two Greek words
“steganos” means “protected”, and “grapheins” means
“writing”. The advantage of steganography than cryptography is
that the secret message does not atiract the attention of the
attackers by simple observation. The cryptography protects only
the content of the message, while steganography protects the
both messages and communication environment. In most of the
image steganographic methods, uses the existing image as their
cover medium. This leads to two drawbacks. Since the size of
the cover image is fixed, embedding a large secret message will
results in the distortion of the image. Thus a compromise should
be made between the size of the image and the embedding
capacity to improve the quality of the cover image. The
distortion of the image results in second drawback, because it is
feasible that a steganalytic algorithm can defeat the image
steganography and thus reveal that a hidden message is
conveyed in a stego image. The paper will proposes a good
approach for steganography using reversible texture synthesis
based on edge adaptive and tree bas i
the embedding capacity. A texturéc
creating a big digital image with a's
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the original image and has an arbitrary size. And the paper is also
using another two methods named edge adaptive and tree based
parity check to improve the embedding capacity. The paper
fabricates the texture synthesis process into steganography
concealing secret messages as well as the source texture. In
particular. in conwast to using an existing cover image to hide
messages. our algorithm conceals the source texture image and
embeds the secret messages through the process of texture
synthesis. This allows us to extract the secret messages and the
source texture from a stego synthetic texture. The proposed
approach offers three advantages. First, since the texture
synthesis can synthesize an arbitrary size of texture images. Since
the Human Visual System (HVS) is less sensitive to changes in
sharp regions compared to smooth regions, edge adaptive
methods has been proposed to find the edge regions and hence
improve the quality of the stego image as well as improve the
embedding capacity and TBPC to hide the secret data into the
cover image. Secondly, a steganalytic algorithm is not to defeat
the steganographic approach since the texture image is composed
of a source texture rather than by changing the existing image
contents. Third, the reversible capability used in the project
results in the recovery of the source texture so that the same
texture can be used for the second round of message redirect.

Most photograph steganographic algorithms adopt an
existing picture as a cover medium. The cost of embedding secret
messages into this duvet photograph is the photograph distortion
encountered within the stego image. This results in two
drawbacks. First, for the rcason that the dimensions of the cover
picture is fixed, the more secret messages which are embedded
permit for more image distortion. Hence, a compromise have got
to be reached between the embedding capacity and the image
high-quality which outcome in the limited capacity supplied in
any particular duvet image. Don't forget that image steganalysis
is an strategy used to notice secret messages hidden in the stego
picture. A stego image includes some distortion, and regardless
of how minute it's, this will intrude with the common elements of
the quilt photo. This leads to the 2nd wrouble for the reason that
it's still possible that an snapshot steganalytic algorithm can
defeat the image steganography and therefore reveal that a hidden
message is being conveyed in a stego image. [n this paper, we
propose a novel approach for steganography making use of

reversible texturg synthsis. A texture synthesis approach re-
sampt€s 3 s 5 ﬁl Eto drawn via an artist or captured in a
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ABSTRACT

The fuce is crucial Jor human identity. It is the Seature which
best distinguishes a person. Face recognition is an interesting
and challenging problem and mpacts important applications in
many areas such as identification Jor law enforcement,
authentication for banking and Security  system access and
personal identification among others. Face recognition is an easy
task for humans but it’s an entirely different and difficulr task
Jor a compuwter, Face recognition based on the geometric features
of a face iy probably the most instinctive approach for human
identification. The whole pProcess can be divided inty three major
Steps where the firse Step is to find a good database of faces with
multiple imuyes for each individual. The next step iy to detect
Juces in the database images and use them 1o train the face
recognizer und the final stép is to test the fuce recognizer, if it
recognizes the faces it was trained with. There is an abnormal
increase in the crime rate and alse the number of eriminals. This
leads towards u great concern about the security issues, Crime
Prevention and criminal identification are the primary issues that
police personnel face. With the advent of security technology,
cameras especially CCTV have been installed in many public and
private areas to provide surveillance activities. The CCTV
Jootage can he used to identify suspects on the scene. The model
will be able v recognize criminals, whose pictures the model is
initially trained with, using Convolution Neural Networks,
Artificial Newral Networks and OpenCV and Surther send
message to the cops about the location and other details of the
criminal.
Keywords: Criminat Detection, Face Recognition, Artificial
Neural Networks, Convolution Neural Networks, OpenCV

1. INTRODUCTION

In recent years, we’ve seen that there has been a
marked and sustained growth in the use of Closed
Circuit Television (CCTV) surveillance cameras in
order to prevent crimes in public places. With the
ever growing installation of advanced CCTV
infrastructure, almost entire cities can now be
monitored, through the major purpose served by the
same is purcly evidential. It would only be nat
expect an alert or warning system for on
about to happen) mishaps and crimes, whég 1

the number of CCTVs per unit is keeping rising, this
approach is becoming increasingly impractical. Thys
what we require is a surveillance unit capable off
thriving in these situations with negligible humag
input. We shall define a "situation of intercst” or g
“critical siluation” as any sensitive situation ths
could possibly lead (o the  afore-mentioned
predicaments. Consider the idea of a smaw
surveillance which would be triggered ‘active’ owly
when the statistical chances of the situation being of
“interest" are high. The video feed would be recordag
only under a "situation of interest” in case it needs W
be documented for 2 legal investigation. In the
response to the above trigger could be an alert to be
issued to the appropriate authorities along with
certain alarms which could help in preventing the
situation from escalating further. So, this validates
the requirement for a System which could provide
smart surveillance, while ensuring privacy and
confidentiality.

The surveillance camera activated for recording only
when there is a situation of interest. The camera is
inactive or it is not recording the video when there i
no human presence. The human presence is checked
using motion detection algorithm. When a crime 1%
about to be committed, then the human is notified
and an alarm system connected to the main system
will be activated.

2. Literature review
Choi Woo Chul and Na Joon Yeop: The orders of
priority about the intelligent crime prevention
technologies & system based on spatial information
(e.g. Positioning System, CCTV Technology, and
tegrated Management System) are constructed for

& e grated management in Testbed {Crime-Zero
action can bc the difference between liﬁ?;gh Whﬂ:;r {fzi, ) of Smart City.
Such scenarios are expected to be m iitqred My 1
identified by personnel viewing live footag &g ()
W5 '”'59?3!)1
W (1.8,
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BLOOD CELL IMAGE DIAGN OSING USING CNN
AND M-SVM
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ABSTRACT : The blood related diseases involve
the identilication and characterization of patient’s
blood saiaple. There are automated methods for
detecting anel classifying the types of blood cells
having important medical application. The system
has convolutional neural network(CNN) and the
traditional machine learning methods have shown
good results in the classification of blood cells
images, thev are unable 1) fully exploit the long-run
dependence relatonship  between  certain key
features of picture and their labels. To transter the
weight parimeters the uses transfer-learning method
that were pre-trained on ImageNet dataset 10 the
CNN secnon and adopted a custom loss function to
allow the network to train and converge faster with
more accurate weight parameters. Experimental
results will show that which network model is more
accurate and  eflicient in classifying blood cell
images. The analysis of blood cells, in magnifier
pictures will give helptul information regarding the
health of patients. There are three major types
blood cell. erythrocytes (red), leukocytes (white),
and platelets. Manual classification is time intense
and liable (o error because ol the various
morphological options of the cells. This system
presents an intelligent system that simulates a human
visual inspection and classification of the three blood
cell types. This system comprises two phases: The
features ol blood cells are extracted through global
pattern averaging in the image pre-processing phase,
and the training is done first angl then classification is
carried oni in the neural network arbitration phase.,
Experimental results suggest that SVM  method
performs better in identifying blood cell, regardless
of their size, irregular shapes and orientation, thus
providing a fast, efficient and simple scale and
rotational invariant blood cell identification svstem
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which can be utilized in automation laboratory
voverage,

Keywords: Blood cell subtype; Image classifications;
supervised learning; Self label algorithms; etc.

L. INTRODUCTION

It is known that blood cells wre of different
tvpes which include red blood cell, white blood cells
platelets. Leukocyte plays an important role in the
human immune system and js also called as immune
cell of the body. The granulated shape and
information of the leucocyte to divide white blood
cells into granular cells like eosinophil, neutrophil,
basophile and non-granular cells: lymphocyte and
monocot 1s usually used by hematologist. The
proportionate of these cells in the blood is different
lor different people and different dieses, Experts
senerally use these basic data to determine the type
and dieses, Hence the white blood cell classilication
has a significance and value for medical diagnosis
the bleeding in the body in the form of blood
cloting. It can detect any damage in the blood
vessels. Red blood cells are tiny which are also
important in the body to carries fresh oxvgen Lo the
overall body over respiratory system in the body
from infections, BCCD (Blood Cell Count and
Detection) dataset (small scale dataset for blood cel]
detection) is used and processed the dataset, which
then twm it into 12,444 blood cell-enhanced images
(comprising 9,957 training data and 9,487 test data).
Lin this dataset, the blood cells into 4 different types,
namely, monocot, lymphocyte, and eosinophil and
neutrophil,

Counting and detection of WBC in blood
samples were also presented through computer-
aided  and mobile-cloud-assisted blood analysis,
Plate counting is usually done manually but a recent
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An effective brain tumor identification and
classification using advanced Machine Learning
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Abstract:

The brain is an integral part of the human body responsible for regulating and controlling all vital life activities
related to the body. A tumor is a mass of tissue formed from the collection of abnormal cells. A brain tumor is
a tumor that forms or migrates into the brain. To date, no primary cause for brain tumors has been identified.
Although brain tumors are not very common, brain tumors make up only 1.8% of the reported tumors
worldwide. The mortality rate of malignant brain tumors is very high because it is an essential part of the body
for tumor formation. Therefore, it is essential to accurately diagnose brain tumors at an early stage to reduce
mortality. Therefore, we suggest a computer-assisted radiology system to diagnose brain tumors by MRI scans
to diagnose brain tumors. In this study, we implemented a model of image separation using the Basin and PSO
algorithm. It captures features using DWT and PCA algorithms. It classifies tumors using high-accuracy rates
CNN, Support Vector Machine (SVM and Lacey IBK algorithm.

Keywords: Brain tumor, Classification, Prediction, Machine Learning.

1. Introduction

There are infinite cells in the human body. When cell growth is uncontrolled, the high mass of the cell becomes
a tumor. CT scans and MRI scans are used to detect tumors. This study's contribution is to accurately diagnose
brain tumors and classify them using a variety of technologies. It includes computer image processing, sample
analysis, amplification, and brain analysis classification for medical image processing. Neuro-surgeons,
radiologists can use the system, and health professionals to improve the specificity, sensitivity. The diagnostic
efficiency of brain tumor screening using Matlab, an industry-quality simulation software. These technologies
include MRI scans collected from online cancer imaging archives and scans from various pathology
laboratories. We resized the images and applied a specific algorithm to sort and sort. The system hopes to
improve the brain tumor screening process currently in use and reduce health care costs by reducing the need
for follow-up procedures. Accurate characterization and analysis of biomedical image data require several
processing steps. Our study is related to the detection and classification of automated brain tumors. Brain
anatomy is usually diagnosed using an MRI scan or CT scan. The goal of our system is to detect the tumor for
a given MRI scan, which, if detected, classifies the tumor as malignant or empty. The motive behind this paper
is to support neurosurgeons and radiologists find brain tumors in a cost-effective and non-invasive way. The
main goal is to produce a method for growing, differentiating, and classifying brain tumors. The system can be
used by neurosurgeons and health professionals to integrate image processing, sample analysis, and computer
vision techniques. It is expected to improve the sensitivity, specificity, and efficiency of brain tumor screening.
“the above steps allow the development of tools to determine
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Design of CMOS O.T.A using 180 NM
Technology for High Frequency Applications
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Abstract

This paper deals with well-defined design criteria of CMOS operational Transconductance amplifiers for high frequencs
applications. The high frequency OTA can be used as a basic building block in several RF as well as for microwave frequency
applications. The performance analysis of conventional O.T.A techniques, using advanced process technology that can break the
previous frequency barrier is a key objective of this paper. Operational transconductance amplifier is simulated using cadence
180nm technology Initially D.C analysis is performed to find region of operation of all the transistors , results show that all the
transistors are perfectly operating in the saturation region . Theoretical analysis of O.T A is provided which is very good agreement
with measured results. The linearity and intermodulation distortion properties of the O.T.A, which are of particular interest i
microwave applications, are experimentally carried out. Using single stage amplifier .For high frequency demonstration purpose
we built larger circuit. The comparative analysis of the conventional CMOS based O.T.A and the proposed O.T.A is carried out
A power supply sensitivity simulation at different frequencies are carried out and observed that at low frequencies this O.TA has
high power supply rejection ratio of over 86db and at microwave frequencies the PSRR drops to 30 —40 dB To the impact of high
frequencies on-chip shunt capacitors are usually introduced at dc power supply nodes in microwave IC’S shows that significant
saving in power , can be obtained without compromising for phase margin and slew rate and little compromise in few characteristics
like gain.

Keywords: Figure of Merit, Gain, phase margin, CM.R.R, P.S.R.R, O.T.A

I. INTRODUCTION

Today operational amplifiers (OPAMPs) are widely used as basic building blocks in implementing a variety of analog applications
from amplifiers, summers, integrators, and differentiators to more complicated applications such as filters and oscillators. Using
OPAMPs greatly simplifies design, analysis, and implementation for analog applications. OPAMPs work well for low-frequency
applications, such as audio and video systems. For higher frequencies, however, OPAMP designs become difficult due to their
frequency limit At those high frequencies, operational transconductance amplifiers (OTAs) are deemed to be promising te replace
OPAMPS as the building blocks. Theories of using OTAs as the building blocks for analog applications have been well developed
with much effort dedicated by analog IC researchers and the continuous scaling-down on commercial semiconductor technologies.
the reported OTAs canwork up to several hundred MHz.

II. OTA CONCEPT

An ideal operational transconductance amplifier (OTA) is a voltage-controlled current source with a constant transconductance
and infinite input/output impedances, as illustrated in Fig. 1-1. It can be characterized by the following expressions.

ia = EmVi (!'la)

Zi =0 ,Zo = x (1-1b)

Where vi and io in (1-1a) denote the input voltage and the output current respectively, and gm is the transconductance with a
constant value ideally. Zi and Zo in (1-1b) represent the input and output impedances respectively. For general purposes. (1-1a)
and (1-1b) are enough to evaluate an OTA’s performance. However, they become inaccurate when a practical OTA at high
frequency or with large input signal is concerned. Depending on the input and output configurations, OTAs can be categorized into
three types: single input/output, differential-input single-output and differential input/output (fully differential) The above three
types of OTAs and their equivalent circuit models are presented in Fig. 1-1. According to their different configurations, (1-1a) can
be modified to express the three types of OTAs respectively:
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ABSTRACT:

Cloud computing enables new business models and cost effective resource usage. In
Cloud Computing Technology Data Storing and Data Sharing plays a major role. In Data
Storing we face a main problem of Data deduplication. Various traditional deduplication
systems are introduced for elimination of replicate check besides the data itself, but existing
techniques are not able to decode compressed files. The proposed architecture provides
duplicate check procedures to reduce minimal overhead compared to normal operations. The
data stored in cloud will be in compressed format the paper introduces decoding data
compression techniques for eliminating duplicate copies of repeating data, through this cloud
storage space and upload and download bandwidths can be reduced. The work also presents
various new deduplication constructions supporting authorized duplicate check in hybrid
cloud architecture. Security analysis exhibit that our scheme is protected in terms of the
description particular in the projected security model. The work realize a prototype of
proposed approved duplicate check scheme and carry out tested experiments by means of the
prototype. We show that our planned authorized replacement check scheme incurs negligible
transparency evaluate to normal operations for elimination of duplicate data from clouds.

Keywords- Cloud Computing, Deduplication, Duplicate Removal, Hybrid Cloud and Secure
Authorization.

1. INTRODUCTION

In Emerging Technologies like Cloud Computing make available various resource usages
using central architecture. Cloud service supplier in today’s technology offering together
extremely obtainable storage and particularly similar computing reserve at comparatively low
costs. As low cost and effective technology there is tremendous increase of data storage and
Usage with various specified privileges. Main critical challenge in this cloud storage services
is the ever-increasing volume of data and controlling duplication of data storage. Data
deduplication is a specialized data firmness technique for duplicate copies of go over data in

storage. Fig 1 shows:/tr Wﬁw of Cloud Resources.
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1 2 3
Abstract: Secure password storage is a in systems major fact based on password authentication, which

has been widely used in authentication technique. Proposing a password authentication framework that
is designed for secure password storage and it can be easily integrated into existing authentication
systems. First, the received plain password from a client side is hashed using a cryptographic hash
function.Then, hashed password is converted into a negative password. Finally. the received negative
password is encrypted into an Encrypted Negative Password (abbreviated as ENP) using a symmetric-
key algorithm.Using multi-iteration encryption could be employed to further improve security. Both the
cryptographic hash function and symmetric encryption make it difficult to crack passwords from ENPs.
- The Elgamal is a asymmetric encryption algorithm that uses a pair of public key and a private key to
encrypt and decrypt messages when communicating. Most importantly, the ENP is the first password
protection scheme that combines the cryptographic hash function, the negative database and the
Elgamal Algorithm. This Encrypted Negative Password system still can resist the precomputation
attacks. Thus by securing the cloud servers with negative password system, all these vulnerabilities can
be reduced.

Keywords: Cloud, Elgmal, Negative Passwords, Security.

can be leaked from weak systems. Some old systems are
more vulnerable due to their lack of maintenance. The
passwords are often reused. adversaries may log into high
security systems through cracked passwords from low
security systems. There are lots of corresponding ENPs for a
given plain password, which makes attacks (e.g., lookup

I. INTRODUCTION

By the large development of the Internet, a huge number
of online services have emerged, which password
authentication is the most widely used authentication

technique, for it is available at a low cost. Password security
always attracts great interest from academia and industry.
Because of careless behavior of the users password has been
cracked, hence password authentication technique has been
increasing. For instance, many of the users select weak
passwords so that it can be reuse same passwords in
different systems. Because they set their password
according to their familiar vocabulary. It is very difficult to
obtain passwords from high security systems. On the other
side stealing authentication data tables (containing
usernames and passwords) in high security systems is
difficult. The aim of the project is~té-znhapce password
security. When carrying an onlg gﬁ:%@a#}%:};ere isa
limit to the number of logiry sttty Howeser; Basswords
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table attack and rainbow table attack infeasible. The
complexity analyses of algorithm and comparisons show that
the ENP could resist lookup table attack and provide stronger
password protection under dictionary attack. It is mentioning
that the ENP does not introduce extra elements (e.g. salt).
Most importantly, the ENP is the first password protection
scheme that combines the cryptographic hash function. the
negative password and the asymmetric-key algorithm without
the need of any for additional information except the plain
password. By securing the password the online sites can
provide security and protected from the cracking password.
Passwords in the authentication data table presented in the
form of hashed passwords. Processor resources and storage
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ABSTRACT

Microservices is a collection of small individual services of a
single functional module or an application. Microservices
address the challenges in monolithic and provides best services
like loosely coupled, independently deployed, highly
maintainability and testable, owned by small teams. It had
address the challenges in monolithic but has to address the
challenges with the own like deployment complexity, distributed
network complexity. One of the challenges of Microservices is
Deployment complexity which has 1o consider various
parameters load balancing, virtual networks, memory storage,
firewalls and auto scaling. In order to scale the client and
microservices independent of each other load balancing is used.
Load of microservices can be handled with the help of load
balancing, security and remains available. Load balancing is
defined as to efficiently distribute network traffic and computing
properties across a group of backend servers. A load balancer
performs the following functions like Distributes client requests
and network load efficiently across multiple servers.

Keywords

Microservices, - Load  balancing, Client side  load
balancing,Server side load balancing, EC2( Amazon Elastic
Compute Cloud).

1. INTRODUCTION

Microservices or Microservices architecture constitute a
software architectural style that approaches a single applications
as a suite of small services, each running its own process and
communicating with lightweight mechanisms using APLThe
services are small, highly decoupled and focus on providing a
single “useful” business capability.Genrally Microservices
involve very small centralized management.This could be
written in different languages and data storage technologies. It
enhances rapid ,frequent and reliable delivery fo large complex
applications and it also enables an organization to evolve its
technology stack.

1.2 Purpose of Microservices
1.2_1 Monalithic

A traditional way of building applications is Monolithic
architecture. A monolithic application is built as a single and
indivisible unit. Usually, such a solution comprises a client-side
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place. Despite having different components/modules/services,
the application is built and deployed as one Application for all
platforms (i.c. desktop, mobile and tablet) using a data source.
This type of architecture suits for small application which does
not require any changes in future. But it is a drawback for lager
application  which  requires modification based client
requirement.

1.2.2 Microservices

Monolithic is not adoptable to the technology advancements
where as Microservices have this with its extensible features like
scalability, flexibility and agility[6].

1.3 The Six Characteristics of Microservices

1.3.1 Multiple Components

Microservices can provide the service by dividing the software
into multiple component services. Each component of
Microservices can be deployed, tweaked, and then redeployed
independently without compromising the integrity of an
application. Individual independent services can be redeployed
instead of deploying entire applications. This feature have its
downsides, complexity will increase when redistributing
responsibilitics between components and expensive remote
calls, coarser-grained remote APls

1.3.2 Built For Business

The microservices style, unlike  monolithic approach, it is
organized based on business capabilities and prioritics.
Microservices architecture utilizes cross-functional teams. The
responsibilities of each team say Uls, database, Technology
layers or server-side logic are to make specific products based
on one or more individual services communicating via message
bus.The other side this feature restricts teams working on other
teams and also suits only for larger application where
maintaining multiple teams for small application is expensive

1.3.3 Simple Routing

Microservices- simply receive request, process them, and
generate a response accordingly .It is similarly like classical
UNIX system. Microservices have smait endpoints that process
information and apply logic, and dumb pipes through which the
data flows.

1.3.4 Decentralized
Centralized governance isn’t optimal for Microservices as it
involves a variety of technologies and platforms. So
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Abstract- In last few vears, there has been a hard development of incorporating results starting
structured data source into keyword based web track systems such as Amazon as well as Google or any
search engines. In search engines, different users may seek for different information by issuing the
similar query. To convince more users with partial search results, search result diversification re-ranks
the results to coat as many user intents as probable. Most presented intent-aware diversification
algorithms differentiate user intentions as subtopics, every of which is typically a word, a phrase, or a
piece of clarification. Web search queries are regularly uncertain or multi-search. which makes a easy
ranked list of consequences insufficient. To assist data finding for such queries. device discover a
method that explicitly represents captivating which means of a question the usage of organizations of
semantically associated terms retrieved from seek effects . In the proposed work system Fuzzy
clustering effectively identifies search engine that are relevant in both social media and news media It
focus on social media plan to include other forms i.e., user attention method search engine(image
process, video capture .internet marketing) This search engine provides even more insight in the
true interest of users to perform experiment on different areas and datasets.

Keywords: Fuzzy Clustering , Information Filtering, Social Computing, Social Network Analysis.
Topic Identification, Topic Ranking

1. INTRODUCTION

Text Mining is the automated process of detecting and revealing new, uncovered knowledge and Inter-
relationships and styles in unstructured textual information resources. Text mining targets un-discovered
expertise in massive amounts of text. Whereas, engines like google and Information Retrieval (IR) systems
have precise search target inclusive of seek query or key phrases and return associated documents [1]. This
research field utilizes records mining algorithms, including type, clustering, affiliation regulations, and many
greater in exploring and discovering new information and relationships in textual resources. With the
presently developing interest within the Semantic Web, it's far affordable to anticipate that more and more
metadata describing area statistics approximately assets at the Web becomes to be had. The idea provided
here is to enrich the search manner for hypermedia packages with records extracted from the semantic
version of the application domain. One of the novelties in the semantic seek proposed is the aggregate of
unfold activation strategies with traditional engines like google strategies to gain its consequences. One of the
best problems of conventional search engines is they usually are based totally in keyword processing.
Consider the subsequent motivating instance for a studies group domain. This area deals with humans,
courses and research regions. Notice that “Keyword” isn't a concept of the model, however is used in the
diagram to repress truth that a keyword takes place within the textual representation of the related idea times.
For example, the key-word “web” takes place inside the concept instance “The Evolution of Web Services™
since it appears in the €5 e” property. The key-word “ontology™ is also associated with the equal
idea because it seems gh lts""absg oY assets. A question with the key-word “web” would h ave as effects
handiest nodes of km 4 Eh;b[featx rein this phrase occurs. If the person searches for nodes of type
“Professor”, the exﬁ?j :l, §Q l§’¢ e an empty set, for the reason that keyword “web™ might not appear

\\-o

Woted ;
1 eitgte of lslams%amaa &‘{ecamluqv For Page No : 1318

T 0t)-501301
\\_ﬁ .\fﬁﬁ../ Vs ae Gbaﬂﬂﬁ’“‘m Madrbnl—“ﬂmw‘“( %)
S Kundapaid VST Telangana 51810



International Journal of Innovative Research in Engincering & Management (1J1RED)

ISSN: 2350-0557, Volume-7, Issue-4, July 2625
www.ijirem.omn

Perception of Network and Protection Concerns In Cloud
Computing

V.Indrani B.Geetha P. Prathima

Department of CSE,

Department of CSE,

Department of CSE,

Vignan’s Institute of Management Vignan’s Institute of Management Vignan’s Institute of Management

and Technology for
Women,Ghatkesar, Medchal,
Telangana-501301
karuna.indu@gmail.com

ABSTRACT

With the advancement of virtualization technologies and the
benefit of economies of scale, industries are seeking scalable IT
solutions, such as data centers hosted either in-house or by a
third party. Data center availability, often via a cloud setting, is
pervasive. In the history of computers, Cloud computing is one
of the most significant milestones in recent times especially in
IT industry. Users of Cloud Computing gain freedom, comfort
design and simplicity. Cloud computing progress organizations
work by employing slightest resources and management support,
with a mutual network, expensive resources, software’s and
hardware’s in a cost efficient manner and limited service
provider dealings. Cloud computing offers services in terms of
performance solution, elasticity and cost-efficiency. It’s a new
concepl of providing virtualized resources to the consumers.
However Cloud computing is not only full of advantages.
Certainly, it is still subject to several hazards related to security
which is now must be implemented at a large scale, so security
and privacy issues present a strong boundary for users to adapt
into Cloud Computing systems. In this paper, we are exploring
several network and security issues and attacks in Cloud
Computing.

Keywords
Data centres, Cloud computing, Network issues, Security issues,
threats, attacks

1. INTRODUCTION

A data center is a composed of networked computers and
repository that businesses and other constitutions use to
organize, process, store and circulate large amounts of data. A
business commonly relies weightly upon the applications,
services and data contained within a data center.A data center is
physically connected to your company's local network. This
makes it easier to ensure that only having license and devices
can access stored apps and information.

1.1 How Data Centers Work

Data centers are not a single thing, but rather, a cluster of
discordant elements. At a slightest, data centers give as the
predominant depository for all aspect of 1T machinery, including
servers, repository subsystems, hobnob switches, routers and
firewalls, as well as the bind and physical racks used to organize
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and combine the IT equipment. A data center must also contain
an sufficient framework. such as power propagation and
auxiliary power subsystems[4]. This also includes electricaf
switching; in correctable power supplies; backup generators;
oxygenating and data center cooling systems, such as in-rowr
cooling configurations and computer room air conditioners; and
sufficient provisioning for network carrier (telco) connectivity.
All of this requirements a physical facility with physical security
and adequate square footage to house the entire collection et
framework and machinery.

2. DATA CENTER NETWORK
ARCHITECTURE

Figure | below represents an example of sectional data centsy
network architecture . In the network, rack-mounted servers ase
connected (or dual-homed) to a Top of Rack (ToR) switch
usually via a | Gbps link. The ToR is in turn connected to 2
dominant and back up aggregation switch (AggS) for tautology.
Each tautological pair of AggS quantity traffic from tens of
ToRs which is then forwarded to the access routers (AccR). The
access routers aggregate traffic from up to several thousand
servers and route it to core routers that connect to the rest of the
data center network and Internet[10]. All channels in our data
centers use Ethernet as the link layer protocol and physical
networks are a mix of copper and fiber cables. The servers are:
divided into virtual LANs (VLANs) to limit expenses (e.g., ARP
broadcasts, packet flooding) and to insulate different
applications hosted in the network. At each layer of the da
center network topology, with the exception of a subset of ToRs,
1:1 redundancy is built into the network topology to mitigate
failures. As part of our study, we classify the effectiveness of
tautology in masking failures when one (or more) components
fail, and analyze how the tree topology affects failure attributes
e.g., correlated failures.In addition to routers and switches, our
network aggregation switch and perform mapping between static
IP contains many middle boxes such as load balancers and
firewalls. Redundant pairs of load balancers (LBs) connect to
each addresses (exposed to clients through DNS) and dynamic
IP addresses of the servers that process user requests. Some
applications require programming the load balancers amd
enhance their software and configuration to support various
functionalities.
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